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Abstract Resumen
The objective was to determine the influence of differ-
ent image formats and tools used for compression on
the final size of the images, to know which are the op-
timal formats for compression. The sample was made
up of five digital image files with BMP extension,
taken in different scenarios and at different times at
the researcher’s discretion. The technique used was
the analysis of digital image files and as an instrument
a double input matrix, where the conversions of BMP
files to six different extensions of image files were
registered, with four different tools for manipulation
of image files. The experimental design was factorial,
where the two factors were the image compression for-
mats and tools and the dependent variable the final
image file size. Factorial ANOVA statistical analysis
was applied with α = 0.05. It was obtained that the
format of smaller size was the JPG when using as
tool the Illustrator and the one of greater size the one
of greater extension the PSD also obtained with the
Illustrator. The statistical analysis showed that the
format factor significantly influences the final size of
the images (p < 0.05) and the tool factor does not
show significant influence on the size of the images
(p > 0.05), nor is the interaction between the factors
significant. It is concluded that regardless of the tool
used, it is the image format that influences the final
size.

El objetivo de este trabajo fue el determinar la influ-
encia de diferentes formatos de imagen y herramientas
que se utilizan para la compresión en el tamaño final
de las mismas, para conocer cuáles son los formatos
óptimos para la compresión. La muestra estuvo con-
formada por cinco archivos de imágenes digitales con
extensión .bmp, tomadas en diferentes escenarios y
horas a criterio del investigador. La técnica empleada
fue el análisis de archivos de imágenes digitales y como
instrumento una matriz de doble entrada, donde se
registraron las conversiones de los archivos .bmp a seis
diferentes extensiones de archivos de imágenes, con
cuatro diferentes herramientas de manipulación de
archivos de imágenes. El diseño experimental fue fac-
torial, donde los dos factores fueron los formatos y las
herramientas de compresión de imágenes y la variable
dependiente, el tamaño final del archivo de imagen.
Se aplicó análisis estadístico ANOVA factorial con
α = 0,05. Se obtuvo que el formato de menor tamaño
fue el .jpg al utilizar como herramienta el Illustrator
y el de mayor tamaño el .psd, también obtenido con
el Illustrator. El análisis estadístico mostró que el
factor formato influye de forma significativa en el
tamaño final de las imágenes (p < 0,05) y el factor
herramienta no muestra influencia significativa en el
tamaño de las imágenes (p > 0,05), como tampoco es
significativa la interacción entre los factores. Se con-
cluye que independientemente de la herramienta que
se utilice, es el formato de la imagen lo que influye
en el tamaño final.
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1. Introduction

Image compression encompasses a set of techniques
applied to digital images that enable efficient storage
or transmission [1]. These techniques have been devel-
oped to address the significant file sizes that image files
can occupy, which often limits their exchange via email
and other electronic platforms. Compression methods
rely on mathematical algorithms that reduce file size,
thereby minimizing resource consumption and transfer
time [2].

All image compression algorithms aim to achieve
a smaller compressed image size (high compression
factor) while maintaining a high-quality reconstructed
image (high-quality compression). The efficiency of
these algorithms can be evaluated based on the spe-
cific application using various criteria [3]. The most
important criterion is the compression factor, which
compares the image size before and after compression.
Therefore, a higher compression factor indicates a more
effective compression algorithm [4].

The most common types of compression are loss-
less and lossy compression. In lossy compression, some
image information is discarded during the compression
process. Some algorithms combine both techniques to
achieve compression [5]. The effectiveness of compres-
sion also depends on the type of image. For example,
bitmap images are composed of a grid of cells or pix-
els, each with a specific size, and lose resolution when
resized [2] In contrast, vector images are constructed
from mathematically defined objects, such as points
and lines, which are controlled through Bézier curves.
This structure provides greater flexibility, as vectors
can be scaled without losing resolution [6].

Regarding compression, both with and without
loss,Ruiz, Yarasca and Ruiz [7] explain that loss-
less compression employs complex mathematical algo-
rithms to condense code chains while preserving all
the information in the image. This ensures that the im-
age can be fully regenerated, without any loss, during
decompression, although it requires specific encoding
and decoding times. Formats such as Portable Network
Graphics (PNG) utilize this type of compression. In
contrast,Rojatkar et al. [8] describe lossy compression
as a technique in which certain image information,
typically deemed minimally perceptible, is discarded
during compression, resulting in a loss of some original
file data. This method is commonly used in image
formats such as Joint Photographic Experts Group
(JPEG).

Among the most common types of lossless image
compression is Run Length Encoding (RLE), which,
as noted by Hardi et al. [9], is one of the simplest com-
pression schemes. It works by replacing sequences of
identical bits with a code. The method scans the image
to identify pixels of the same color, and when the image
is saved, only the color value and the position of the

color pixels are recorded. This technique is particularly
effective for images with large areas of uniform color,
as it compresses the image without losing quality. The
Lempel-Ziv-Welch (LZW) method is similar to RLE
but supports a wider range of formats, including TIFF,
PDF, and GIF [2]. Like RLE, it is highly effective for
images with large areas of uniform color and simple
designs, but its efficiency diminishes when compressing
images with a broad range of photographic-like colors.
Huffman coding assigns shorter bit codes to frequently
occurring data and longer codes to less frequent data,
making it widely used due to its simplicity and high
speed [1]. Arithmetic coding, conversely, represents
sequences of symbols in binary form by using intervals
of real values between zero and one [10].

The most common lossless compression models in-
clude Transform Coding, which uses a discrete Fourier
transform to represent the image through transform
coefficients. A quantization process is then applied,
where coefficients with small, insignificant values are
eliminated, resulting in some loss of information with-
out causing noticeable image distortion [11]. Vector
quantization involves selecting a representative set of
pixels from the original image and discarding the non-
representative ones. This is achieved by constructing
dynamic tables or through clustering for vector clas-
sification [1]. Fractal Compression treats images as
fractal objects, meaning they are composed of a re-
peating fragmented structure. Then, some functions
are created to generate transformations that divide
the original image into smaller, self-similar parts. The
iterative application of these transformations produces
an image that closely resembles the original but is
smaller in size, as some information is lost during the
division process [10].

The compression of digital images has been studied
from various perspectives, ranging from research on
the algorithms used for compression [12,13] [3,4] to spe-
cific applications in fields such as forestry sciences [14],
forensic sciences [15, 16], medical sciences [17–19], and
other disciplines. Most research focuses on algorithms
for analysing digital image files, with little reference
to comparisons of tools and formats for selecting op-
timal options. This study aims to address this gap
by examining whether image formats, tools, and their
interaction influence the size of image files. The pri-
mary objective of the research is to determine whether
the interaction between formats and tools significantly
affects the size of digital image files.

2. Materials and methods

2.1. Methodology

The research followed a quantitative methodological
approach, utilizing an experimental design at an ex-
planatory level. The population consisted of photo-
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graphic image files in BMP format, and the sample
included five digital image files in BMP format, cap-
tured in various settings and at different times at the
researcher’s discretion. The technique employed was
the analysis of digital image files, and the instrument
used was a double-entry matrix, where the conver-
sions of BMP files to six different file extensions were
recorded using four different tools (software) for digital
image manipulation.

The statistical design employed was a factorial de-
sign, with two factors: image compression formats and
tools, and the dependent variable being the final image
file size. The experimental design included six levels
for the first factor (Format) and four levels for the
second factor (Tool), resulting in a total of 24 treat-
ments applied to a sample of five images, yielding 120
measurements of the dependent variable. The formats
used were JPG, PNG, PSD, PDF, TIFF, and TGA,
while the image editing tools were CorelDraw, Photo-
shop, Illustrator, and Gimp. The images selected for
the sample were coded as presented in Table 1.

Table 1. Sample description

N° Name Extension
1 Archive f01_bmp.bmp 11796536 bytes
2 Archive f02_bmp.bmp 47775800 bytes
3 Archive f03_bmp.bmp 47775800 bytes
4 Archive f04_bmp.bmp 53747768 bytes
5 Archive f05_bmp.bmp 59722040 bytes

The statistical analysis was conducted using facto-
rial ANOVA to measure both the individual effects of
each factor and the effect of their interaction on the
dependent variable, with a 95% confidence level. The
statistical software used for the analysis was SPSS 25.

3. Results and Discussion

3.1. Analysis and Results

Of the 120 data points recorded, it was observed that
when using the CorelDraw tool, the PDF format pro-
duced the smallest files [20], while the TGA format
resulted in the largest. With the Photoshop tool, the
smallest file size was achieved using the JPG format,
while the largest was obtained with TIFF. Similarly,
when using Illustrator, the JPG format yielded the
smallest file size, whereas the PSD format generated
the largest files. Lastly, when using Gimp, the small-
est file size was also achieved with the JPG format,
while the PSD format resulted in the largest files. As
noted, JPG consistently produced the smallest file
sizes. Although JPG compression is lossy, the algo-
rithm compensates by softening edges and areas with
similar colors, making the loss of information imper-
ceptible to the naked eye. This allows for a high degree

of compression, with image quality degradation only
noticeable under significant zoom [2]. In this regard,
Tan [19] suggests that the choice of format should
primarily be based on the content of the image. Pho-
tographic images, or those with soft tones and few
sharp edges, are generally best compressed using a
lossy format such as JPEG.

The analysis also revealed that, across the four tools
used for converting BMP files, the conversion to JPG
resulted in the lowest average file size, at 210,152,480
bytes. In contrast, the conversion to PSD produced
the highest average file size, at 7,042,890,180 bytes.
The smallest file was a JPG generated with the Illus-
trator tool, with a size of 50,474,220 bytes, while the
largest file was a PSD, also generated with Illustrator,
with a size of 10,044,601,140 bytes. As noted on the
Adobe Photoshop portal, PSD is the default format
for Photoshop and is compatible with other tools, such
as Illustrator. PSD files can reach a maximum size of
2 GB. The fact that the average PSD file size in this
study exceeded that limit suggests that some tools
may not be fully optimized for converting BMP im-
ages to PSD format. Illustrator, which produced PSD
files of approximately 1 GB, proved to be the most
effective for this conversion. Additionally, Parmar and
Pancholi [21] mention that the JPG format is widely
used in photography due to its ability to handle mil-
lions of colors while maintaining good quality, even
with lossy compression.

A factorial ANOVA test was performed to assess
the influence of the factors (Format and Tool) on the
dependent variable (Image size), with the results pre-
sented in Table 2.

Table 2. Results of the applied factorial ANOVA

Origen
Sum of

gl
Mean

psquares square
Model 8.52022E+20 23 3.70444E+19 0

Intersection 1.00536E+21 1 1.00536E+21 0
A. Formats 5.63869E+20 5 1.12774E+20 0

B. tools 5.86365E+19 3 1.95455E+19 0.09
A*B 2.29516E+20 15 1.53011E+19 0.053
Error 8.4412E+20 96 8.79292E+18
Total 2.7015E+21 120
Total 1.69614E+21 119

In Table 2, the p-value is of primary importance, as
it indicates the influence of the factors on the depen-
dent variable. For the Format factor,p < 0.05 suggests
a statistically significant influence on the size of the
final converted file, which is expected given the varia-
tion in file sizes across different formats. In contrast,
the Tool factor shows no significant influence, asp >
0.05, indicating that the final image size is not depen-
dent on the tool used for conversion. Additionally, the
interaction between the factors does not exhibit any
significant influence on the final image size. Therefore,
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it can be concluded that the format is the primary fac-
tor affecting the final size of BMP images, regardless
of the tool used for conversion.

The differences between format types are expected
and consistent with the fact that each format employs
a distinct algorithm for compression, which directly
influences the final file size [1]. This observation is
also supported by Salomón [22], who highlights that
each format uses a different compression methodology,
and, therefore, conversion and compression tools, when
operating based on these methodologies, do not show
significant differences between them. The results indi-
cate that compressing an image to a particular format
can be achieved using any tool, as the resulting file
size will not be statistically different. This is further
supported by the non-significance of the interaction
between the factors. Similarly, AbuBaker, Eshtay, and
AkhoZahia [12] reported differences in the size and
quality of digital mammogram images depending on
the compression methods used, a trend also evident
in the differences between the various output formats,
each utilizing distinct methods. Likewise, Wahba and
Maghari [23] demonstrated that the compression tech-
niques unique to each format are key determinants of
the file size or extension of the compressed image.

When differences between formats were observed,
JPG consistently resulted in the smallest file sizes
while maintaining acceptable quality, comparable to
other formats. This finding aligns with Dhawan’s [24]
research, which compared the compression of various
image formats based on the different algorithms used.
The smallest JPG file sizes were obtained using the
Illustrator tool, suggesting that, although no statistical
difference was found between the tools, Illustrator may
be preferable for achieving smaller file sizes. This is
further supported by Sakshica and Gupta [25,26], who
emphasize that Illustrator is particularly effective for
compressing vector images [27–30].

4. Conclusions

The results of this study indicate that the final file
size of compressed images is determined primarily by
the format chosen for compression rather than the
tool employed. The smallest file size was consistently
achieved with the JPG format, particularly when us-
ing the Illustrator tool, which is notably effective for
compressing vector images.

However, while JPG yielded the smallest file size,
it employs a lossy compression method, which results
in the loss of some image pixels, potentially affect-
ing resolution upon decompression. Therefore, further
research and experimentation with alternative tools
are recommended to more effectively determine the
optimal image format for compression, ensuring a bal-
ance between minimal file size and the preservation of

image quality aligned with the intended use.
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