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Piedad Gañan Rojo, PhD, Universidad

Pontificia Bolivariana, Colombia.
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Alejandro Ávila Garćıa, PhD, Centro de

Investigación y de Estudios Avanzados del
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Mario Alberto Rios Mesias, PhD, Uni-

versidad de Los Andes, Colombia.

Yudith Cardinale Villarreal, PhD, Uni-

versidad Simón Bolivar, Venezuela.

Eduardo Matallanas, PhD, Universidad
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José M. Aller, PhD, Universidad Politécni-
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Politécnica Salesiana, Ecuador.

Paul Chasi, MSc, Universidad Politécnica
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versidad Politécnica Salesiana, Ecuador.

Flavio Quizhpi Palomeque, MSc, Univer-
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Jonnathan Santos Beńıtez, MSc, Univer-
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Editorial

Dear readers:

A key aspect to be considered in R+D processes
is the interdisciplinary work that contributes to the
way challenges are faced for future generations.

Planet Earth is affected by a number of problems
such as global warming, climate change, pollution,
rising energy demand, deforestation, water scarcity,
species under extinction, biodiversity loss, aggressive
diseases, inappropriate use of technology and others.
These problems cannot be addressed by a group of
professionals from the same discipline; integration
is needed to address and seek possible solutions in
a comprehensive and integral way.

In recent decades, research has been defined mo-
re by its topic rather than by the discipline that
it addresses; a group of professionals from different
areas working together have made advances that
were never thought before. This change in the way
research is done allows to reflect that the different
points of view must be consolidated into a common
objective, allowing to eliminate fears, envy and erro-
neous ideas generated in the different disciplines and
that have been favored by an absurd competition
to define who is the best, or who gets better inco-
mes without considering the pursuit of the common
welfare in society.

From this holistic point of view, it is essential
to promote the interaction between different groups
of professionals and researchers to achieve better
results in investigations in less time and with an
efficient use of resources; this requires the help and
contribution of actors as well as the governments,
institutions of higher education, university autho-
rities, agencies representing the productive sectors
and society in general. In the short term, there are
many problems to face and experts are called to
foster this interdisciplinary interaction that will be
consolidated more and more frequently and will
support an improved way of researching.

Another point to strengthen the research field is
to get science closer to society in order to promote a
balanced development, and for future generations to
have necessary elements to decide their professional
choices adequately; this will lead to greater incorpo-
ration of individuals to participate in the exciting
world of research, with high research capacity, able
to find solutions adapted to their local realities, but
from a global perspective. In order to achieve the
above, it is necessary to consolidate the teaching
systems in science and engineering, which will allow
to opt innovative solutions for the future challenges
in the medium term.

John Calle Sigüencia, PhD

EDITOR IN CHIEF
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Abstract Resumen
The present work focused on the design and implemen-
tation of an integral system to monitor, locally and
remotely, the electrical consumption in the different
areas within a home. In this way, it was considered
to create a prototype capable of measuring every
minute, the current consumed by the different loads
connected to the electrical network of a household.
A wireless network based on Zigbee technology was
used to transmit the data of electric consumption
from the prototype to a server. The data is processed
and subsequently stored in a database. Finally, a web
page was developed that graphically shows a history
of electricity consumption, which the user can ac-
cess locally or remotely to quickly and practically
monitor the electricity consumption within the house-
hold. For the development of this integral system, the
operation of current sensors, voltage dividers, Xbee
modules was analyzed, and the application was de-
veloped with the use of Open Source software such
as Java, MySQL and PHP. Currently, the user only
has the monthly readings, delivered by the electricity
service provider, ignoring the reality about critical
environments within the household. Through the pro-
posed system, the user can know at any place and
at any time the electricity consumption generated in
specific areas, and thus take appropriate actions for
energy saving.

El presente trabajo se enfocó en el diseño e imple-
mentación de un sistema integral para monitorear
local y remotamente, el consumo eléctrico generado
en los diferentes ambientes dentro de un hogar. De
esta manera, se consideró la creación de un prototipo
capaz de medir la corriente consumida cada minuto,
por las diferentes cargas conectadas a la red eléc-
trica en los ambientes de un hogar. Se utilizó una red
inalámbrica basada en la tecnología Zigbee para la
transmisión de los datos desde los prototipos hasta
un servidor que se encarga de recibir los datos cuando
exista un consumo de electricidad en el hogar. Los
datos son procesados y posteriormente almacenados
en una base de datos. Finalmente, se implementó una
página web que muestra gráficamente un historial
del consumo eléctrico, a la que el usuario puede ac-
ceder local o remotamente y monitorear de forma
rápida y práctica el consumo eléctrico en el hogar.
Para el desarrollo de este sistema integral se analizó
el funcionamiento de sensores de corriente, divisores
de voltaje, módulos Xbee, y se desarrolló la apli-
cación con el uso de software Open Source como Java,
MySQL y PHP. Actualmente, el usuario cuenta tan
solo con las lecturas mensuales, entregadas por el
proveedor de servicio de electricidad, desconociendo
la realidad sobre los ambientes críticos dentro de su
casa. Mediante el sistema propuesto, el usuario podrá
conocer en todo lugar y en cualquier momento el
consumo eléctrico generado en áreas específicas, y así
tomar medidas oportunas de ahorro energético.

Keywords: Electricity, Electronic, Software Com-
puter programming.

Palabras clave: electricidad, electrónica, software,
programación informática
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1. Introduction

The electrical distribution networks carry the energy
through high-voltage lines to the consumption sites:
factories, businesses, hotels, particular households,
among others. There is no doubt about the high de-
pendence of actual societies and most human daily
activities, both domestic and industrial, on energy
sources. Appliances such as lamps, recorders, sound
systems, irons, TVs and computers, among others, are
used every day. All them require electric energy to oper-
ate, thus becoming the main source to drive equipment
in general [1].

The energy systems worldwide have been called
inefficient, highly contaminant and unsustainable [2].
Due to this, governments of different countries search
for system improvement.

It is estimated that due to the future demographic
growth, very big cities will be created with more elec-
tric appliances required for the development of technol-
ogy, thus implying a significant energy consumption;
simply, the network will not be able to supply the en-
ergy demanded [2, 3]. On the other hand, the environ-
mental impact will be greater, the energy distribution
needs to evolve and expanding the energy distribu-
tion network is very costly; it is sought to generate
consciousness about energy saving [4].

Final consumers should be aware of the positive
economic and environmental effects of the rational use
of electricity. The regional learning curve improves
every day, regarding the knowledge about responsible
consumption [4]. In order to face this requirement, a
tool was created for consumers to know the amount of
electricity consumed, when it is being used and which
area of the household has the greater consumption.
According to the National Institute of Statistics and
Census (Instituto Nacional de Estadísticas y Censos,
INEC), 62 % of the Ecuadorian population considers as
very important to save energy in their households [5].

The project to develop the integral system of elec-
tric consumption in four areas of a household, com-
prises four stages. It is emphasized to use Open Source
software for the developing the different codes.

- Prototype.A device capable of measuring the
electric consumption was designed and imple-
mented. The prototypes were placed in four elec-
tric circuits inside the household, to measure the
flow of current of the different appliances located
in each area.

- Data transmission. Xbee devices, which op-
erate under Zigbee technology, were utilized to
transmit the data in a wireless manner. A com-
munication network with wye topology was es-
tablished between the Xbee devices, which were
placed in the prototypes located in the different

areas. A coordinator established the communica-
tion with each of them.

- Data processing and storage. The data
transmitted by the wireless network are received
by the coordinator, which establishes the com-
munication using a program developed in Java,
to process the data and store the information in
an appropriate database; MySQL was utilized
for the project.

- Remote monitoring. A web application was
designed using PHP language, which enables the
user to remotely monitor the electric consump-
tion of the household. A historical is graphically
displayed to the user.

2. Design and implementation of the
prototype

A device was designed to measure the electric energy
consumption. Such device provides an exact measure-
ment of the current consumed by the different loads
connected to the electric network. For designing the
device, it is assumed that the household consumes only
active power, i.e. all the connected load is considered
resistive.

The measurements of the magnitudes correspond
to peak values; for calculating the power it is necessary
to determine that the values are in a same wave, and
then transform them to RMS values. The prototype
was developed with the components shown in the block
diagram of Figure 1.

Figure 1. Block Diagram of the prototype.

2.1. Current sensor

The sensor chosen for the design was the Hall effect
ACS712, since it is easy to use, has a low price and
small error range [6].

The selected current sensor should verify the maxi-
mum current that can be consumed in each electrical
outlet where the device is connected, such that it can
carry out the measurement in an extreme case without
being damaged. Since the maximum consumption of
electronic appliances is approximately 1100 Watts [7],
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the current sensor has to support 10 Amperes maxi-
mum. It was found in the technical sheet of this sensor,
that the optimal measuring range of this device is 20
Amperes [6]. Therefore, it can be concluded that the
sensor will be able to carry out the measurements with-
out being damaged by excessive current. The sensor
delivers an output voltage whose magnitude is propor-
tional to the measured current, with a sensitivity of
0.1 [V/A] [6].

2.2. Voltage divisor

Since the voltage of the line is not constant, it should
be measured. For this purpose, a voltage divisor with
a 100:1 relation is designed to interpret it [8].

This stage constantly measures the value of the
voltage. Although the electrical network in Ecuador
delivers an AC nominal voltage of 110 Volts [5], this
value is not constant due to distribution issues. There-
fore, the power cannot be calculated using this nominal
value, because it is not necessarily the real value. As a
consequence, it is required to measure this voltage.

This is carried out using a voltage divisor, which
is fed with the line voltage, to acquire a signal with
a magnitude of voltage that does not damage the
microcontroller (over voltage). In this case, the imple-
mented equivalence is 100 AC Volts to 1 AC Volt, to
proportionally vary the output voltage in response to
increases or decreases in the line voltage.

2.3. Zero crossing

In order to have an exact measurement of the con-
sumed current, it is necessary to detect the start of
the cycle of the signal [9]. There is a simple method to
detect the zero crossing of the alternate current wave,
which is useful for measurements at 50 Hz, 60 Hz, and
400 Hz, in systems with voltages of hundreds of Volts.
Such method requires a resistance as the unique exter-
nal component, which makes it more reliable tan other
methods that require voluminous condensers or costly
transformers. Detecting the zero crossing of the signal
was necessary to determine which values of voltage
and current should be multiplied in the same cycle. In
consists of connecting a resistance of 5M [Ω] in series
with the tension line, and input such signal at the
interruption of the PIC 12F1840. This is used to know
when a cycle ends [10].

2.4. Microcontroller

The microcontroller selected for the prototype was
the PIC 12F1840, which has two analog inputs, one
for serial output, a 10 bit analog-to-digital converter
(ADC), an internal oscillator of 32 MHz and 4 KB of
flash memory. These specifications comply with the
parameters of the design of the prototype [11].

The program in the microcontroller samples each
wave, and determines its peak value with the 10 bits
ADC; thus the peak value of each magnitude varies in
the range from 0 to 1023. These values are then con-
verted to RMS values and averaged along a one-minute
period. At last, it waits until the monitoring system
of electric consumption establishes the communication
to send the data, controlling the flow using letters of
the alphabet (ASCII code) [10]. Figure 2 shows the
petitions and responses generated from the prototypes
to the code developed in Java.

Figure 2. Flow control between the connection of the
client of the monitoring system and the prototype measure-
ment system.

2.5. Xbee module

The selected Xbee module belongs to series 1, because
the area to be covered is smaller than 30 meters. In
addition, the cost is smaller than a series 2 Xbee [12].

Once the microcontroller has captured the infor-
mation and has sent it through the USATR output
pins, the Xbee 1 module is in charge of receiving this
information and transmitting it to the coordinating
Xbee module [13]. Such coordinator is connected to an
Xbee USB explorer which enables the communication
with the PC that has the server application that will
store and process the obtained data in a database.

2.6. Source

It was designed because it is necessary for feeding the
microcontroller, the Xbee module and the current sen-
sor. It consists of a 120 [V] : 12 [V] AC transformer,
and this signal is further rectified with a diode and a
capacitor; a 3,6 [V] DC limiting diode is connected in
parallel with the capacitor [10].

2.7. Calibration of the prototypes

The microcontroller reads the values in a range from
0 to 1023. The following formulas are applied to trans-
form them to RMS values (Table 1) [10]:
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Table 1. Values for the formula of the voltage factor

Value of the source 3,6 (V)
Maximum value of ADC levels 1023
Relation of the voltage divisor 100 k [Ω] a 1 k [Ω]
Sensitivity of the Hall sensor 0,072 [V/A]

- Nominal voltage factor

3,6[V ]
1023 ×

100KΩ
1KΩ√

2
= 0, 249 [V ] (1)

- Nominal current factor

3, 6[V ]
1023 ×

1[A]
0, 072[V ] = 0, 048 [A] (2)

3. Data transmission

As it was detailed previously, the Zigbee technology
was employed. This technology operates under the net-
work standard 802.15.4, required for this short range
wireless project (less than 30 meters) [14].

The wireless network is constituted by four Xbee
modules, which are known as final devices in a net-
work. There is a necessarily a coordinator Xbee mod-
ule, which is connected to the computer via an USB
port [12], and is in charge of synchronizing all the
final devices and receiving the data generated by each
prototype. At last, it delivers the data to the code
developed in Java. Figure 3 illustrates a block diagram
of the data transmission process.

Figure 3. Block diagram of the data transmission process.

3.1. Transmission Mode

The transmission mode of the Xbee modules
(coordinator-final device) represents a transparent con-
nection, i.e. basically all that goes through the UART
port is sent to the desired module, and what is received
by the module is returned through the same UART
port [12].

In order to establish the communication, the Xbee
modules must belong to the same PAN ID network and
to the same channel; according to the IEEE 802.15.4
protocol, 16 channels are available [15].

The configuration of addresses is carried out in the
following manner:

- Xbee final device: the address of the Xbee coor-
dinator module is configured in the destination
address.

- Xbee coordinador: A «0» is configured in the
destination addresses, which corresponds to re-
ceiving all the data from any Xbee final device
module [16].

4. Data processing and storage

For processing the data delivered by the coordinator
Xbee, a program called (Electric consumption) was
developed in Java. This program establishes a serial
communication to obtain the data of electric consump-
tion, then processes them, and finally stores them in
the MySQL database manager. Figure 4 illustrates the
next stage for data processing.

Figure 4. Data processing.

4.1. Processing

The control of flow was established to enable the com-
munication between the computer and the remaining
prototypes, determining the beginning and end of a
data transmission. Each prototype was identified to
receive the voltage and current data that will be used
to calculate the electric consumption in the four areas
of the household. The control of flow is carried out
every minute, taking into account the following steps:

- To initiate the communication and determine
which electric consumption prototype is on, a
different letter is sent to each device waiting for
a response.

- A response is received with the letter that iden-
tifies the Xbee final device associated with the
measuring prototype, indicating that the peti-
tion has been received and, therefore, the electric
consumption is being measured.

- Another character is sent to request the voltage
and current values.

- The voltage and current values are received.
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Then, the power is calculated at every minute us-
ing the voltage and current values delivered by the
coordinating device. After an hour elapses, the electric
consumption of every appliance is calculated as the
average of the 60 available samples. The program was
developed in Java; Table 2 contains the classes and
the function of each of them [10].

Table 2. Structure of the program in Java

Classes Functions
– Configure the serial port of the
computer.
– Send letters of the alphabet
in ASCII code to initiate the

PuertoSerial communication.
.java – Receive the voltage and current

data sent by the four prototypes
that measure electric consump-
tion.
– Close the communication with
the serial port.
– Connect the local program with
the MySQL remote database.
– Store the data of electric con-

Conexión sumption in the remote database
.java using SQL sentences.

– Close the communication with
the database.
– Flow control.
– Display in a graphical interface
the data received from the diffe-

Consumo_Elec rent final devices.
trico.java – Process and calculate the

Interfaz.java electric consumption.
– Store the information of the
electric consumption in the
database.

4.2. Storage

A database that operates with the MariaDB Database
Managing System was created to store the data of
electric consumption. It was defined using the software
Power Designer, working from the conceptual, logical
and physical modeling, for the storage of information
[17]. Figure 5 shows the structure of the database ac-
cording to the conceptual model. There is the tabla
usuario, which stores the personal information of the
final clients, them to register and further access the
system and visualize the electric consumption.

There is the tabla dispositivo to store information
of the electric consumption generated every hour. At
last, there is the tabla prueba which enables the verifi-
cation of the correct storage of data per minute.

The values of power calculated every minute are
averaged to calculate the electric consumption of the
appliances after every hour. Then, after 60 samples

has been automatically taken, the connection with the
remote database is opened, and the data are inserted
from the application developed in Java using SQL sen-
tences. The prototype sends the information, the time,
date, voltage, current and power [10].

Figure 5. Conceptual model of the DB.

5. Remote monitoring

A web site was developed for the final users or clients
to remotely access via Internet and visualize the data
generated in their household, as illustrated in Figure
6.

Figure 6. Access to a web site from a client.

The web application enables the communication
through the Internet, with the server that houses the
web site [18]. The electric consumption can be checked
by final device or by entered dates, and it is also
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possible to eliminate historic data of the electric con-
sumption.

The web sites were designed in DreamWeaver and
developed in the language HTML y PHP. They in-
clude information, both text and images, about the
energy saving in the household, and visual material,
such as dynamic graphs that represent the electric
consumption of the appliances in the household, is also
available.

The structure of the web site developed can be
visualized in Figure 7.

Figure 7. Web map of electric consumption.

6. Tests

Once the integral system for measuring the electric
consumption was finalized, tests were carried out to
verify a correct delivery of voltage by the source, and
also the acquisition and sending of data.

It should be taken into account that for obtaining
the value of consumed power of the load connected to
a particular prototype, the current consumed by the
prototype (38 [mA]) should be subtracted from the
magnitude of the current, and the result multiplied by
the line voltage [10].

Afterwards, tests with the designed prototype were
carried out, as shown in Figure 8.

Figure 8. Prototype for measuring the electric consump-
tion.

Each prototype has been distributed in the 4 main
areas of a standard household, namely a bedroom,
a bathroom, the kitchen and the social section. The

distribution of the devices can be observed in Figure
9.

Figure 9. Distribution of measuring devices in a standard
household.

Images of the consumption of electric energy de-
tected by prototype 1, are shown in what follows. Fig-
ure 10 displays the result obtained using the applica-
tion generated in Java [10].

Figure 10. Obtained values of voltage and current con-
sumed by the laptop in the monitoring system.

The multimeter shown in Figure 11 was used to
verify these values, and validate the real-time measure-
ments with the values transmitted to the application
and further stored.

Figure 11. Measured values of voltage and current con-
sumed.
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6.1. Measurement tests

Various measurement tests were carried out, with the
purpose of calibrating the devices, verifying the data
obtained by the systems that measure and monitor
the electric consumption and, besides, reducing the
measurement errors that may exist [10].

Table 3. Error la potencia medida y la obtenida de los
prototipos.

Measured Obtained
Prototype power power Error %

[W/minute] [W/minute]
1 4,25 4,22 0,07
2 4,2 4,3 2,38
3 4,47 4,46 0,22
4 4,37 4,35 0,45

Table 3 shows the error percentage between the
magnitudes measured with the multimeter, and the
obtained with the developed integral system of electric
consumption. Considering that the system calculates
the average of the data collected every minute, while
the multimeter registers instantaneous values, the er-
rors are in an acceptable range of operation which
indicates accuracy for the system in general.

- Data stored per minute

The data are stored in the database of the system for
monitoring the electric consumption. Figure 12 illus-
trates the collection of data per minute of the four
prototypes.

Figure 12. Data uploaded in the Table DATOS of the
database true_electricidad.

6.2. Test in contrast with the electric meter

In these tests, the data considered included values of
the power consumed in the household for a period of 5
hours, calculated by the system for monitoring the elec-
tric consumption. The purpose was to compare these
values with the registered by the electric meter [10].

The monitoring was initiated at 10:52 and ended
at 15:42, after a total of 4 hours and 50 minutes. The
electric meter had initial and final consumptions of
32571 [kWh] and 32576 [kWh], respectively, i.e. in such
interval 5 [kWh] were approximately consumed. The
monitoring system registered a consumption of 5,755
[kWh] during that day, which indicates that the val-
ues provided by the system are similar to the values
considered by the electric service provider [10].

7. Conclusions

It is important to make optimal use of the electric
energy in the household, generating policies, plans and
projects that promote the efficient use of electric en-
ergy. For this reason, the project informs about the
electric consumption in the household, to be aware
of the excesses, and start to save energy. For future
applications of home automation, the system may be
expanded with a module that remotely controls the
appliances to maintain electric efficiency in the house-
hold.

The percentage between the measured and obtained
values of electric consumption in the prototypes, is in
an acceptable range of operation, smaller than 2 %, con-
sidering that the monitoring system averages the data
obtained every minute, while the multimeter measures
instantaneous values. However, the error diminishes
with higher loads and the obtained data tend to coin-
cide with the values considered by the electric service
provider.

The electric meters have to constantly evolve ac-
cording to the needs of the people. Therefore it is
necessary to extend the project, with the purpose of
developing a future implementation at a macro level,
i.e. monitor the total electric consumption of each
household in the country, and provide information of
vital interest for the electric service provider.

The project displays a history of the power con-
sumption in the household, which can be used to es-
timate the daily/monthly consumption capacity. In
this way, renewables energies, such as solar panels and
eolic turbines among others, may be dimensioned and
implemented to fulfill the demand of each household
and establish an efficient consumption.
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Abstract Resumen
The present research addresses an analysis of the level
of contamination produced by gases generated from
carbon monoxide (CO), carbon dioxide (CO2) and
hydrocarbons (HC) in the cleaning of metallic sheets
of stainless steel AISI / SAE 304, when applying low
pressure cold oxygen plasma for the removal of oils
ISO 32, ISO 68 and ISO 220, using different generator
control parameters according to the lubricating oil
removed from the surface of the stainless steel metallic
sheet. The experimentation was carried out in a first
phase in which a discharge was applied directly to
the surface of the sheet contaminated with a volume
of 0.1 ml of oil, and in a second phase in which the
sheet with the oil was immersed in an oil degreaser to
perform a pre-cleaning prior to the application of low
pressure cold plasma on the surface. For analyzing
the results in the level of gases generated by each oil,
a statistical analysis is applied to determine if there
is a significant difference in the level of the gases
generated between the two phases.

La presente investigación aborda un análisis del nivel
de contaminación producido por los gases generados
de monóxido de carbono (CO), dióxido de carbono
(CO2) y los hidrocarburos (HC) en la limpieza de
láminas metálicas de acero inoxidable AISI/SAE 304
aplicando plasma frío de oxígeno a baja presión para
la remoción de los aceites ISO 32, ISO 68 e ISO 220,
con diferentes parámetros de control del generador
de acuerdo con el aceite lubricante removido de la
superficie de la lámina metálica de acero inoxidable.
La experimentación se realizó en un primer proceso
con una descarga aplicada directamente a la superficie
de la lámina impregnada con el aceite colocando con
un volumen de 0,1 ml y en un segundo proceso donde
la lámina con el aceite impregnado fue sumergida en
un desengrasante para aceites y grasas con la finalidad
de realizar una limpieza previa a la aplicación del
plasma frío a baja presión en la superficie. Para el
análisis de los resultados en el nivel de gases generados
por cada aceite se aplica un análisis estadístico para
determinar si existe una diferencia significativa en el
nivel de los gases generados en las dos etapas.

Keywords: Low pressure cold plasma, contamina-
tion.

Palabras clave: Plasma frío a baja presión, contam-
inación.
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1. Introduction

In the production processes it is sought to eliminate or
reduce emissions, dumping and wastes with an efficient
use of the resources, and technologies that enable to
yield the requirements and specifications of a product
with the smallest environmental impact [1].

The contamination produced by the pickling baths
in the cleaning of metallic sheets with acids and bases,
considered toxic, harmful and hazardous for health,
infrastructure and environment has considerably in-
creased in recent years. Heavy metals such as zinc,
chromium and copper that accumulate in the pick-
ling baths are theoretically considered as suspended
substances, and constitute another problematic due
to the serious environmental contamination they pro-
duce [2–5].

At present, several superficial cleaning processes
are carried out to reduce or eliminate the contami-
nation, as new alternatives to traditional processes.
They show the same efficiency, considering that the
presence of impurities or remains of oils and greases
in the different surfaces to be cleaned will decrease
adherence in further superficial treatments [6, 7].

According to previous studies, the application of
low-pressure cold plasma exhibits satisfactory results in
removing oils from metallic sheets using non-pollutant
gases, with the purpose of removing both mechanical
and organic compounds [8]. The adhesive properties
of the material will depend upon the effectiveness of
this treatment according to the contact angle, which
is directly related to the free superficial energy [9–11].

The superficial cleaning of organic compounds
using low-pressure cold plasma, is a method that
bombards ions of a particular gas, which is produced
by physical effects or chemical reactions, to transform
the substances that are on the metallic sheets to the
gaseous phase, thus expelling them from the chamber
to the atmosphere [12]. Previous research works [6,13]
indicate that the application of cold plasmas in certain
industrial processes is more efficient and less expensive,
thus reducing the contamination and toxic residues.
The cleaning process is more efficient, since it reduces
the contact angle when previously immersed in a
degreaser [8] (Figure 1).

Figure 1. Modifying effects on the surface of the plasma
[14].

The angle of contact is a superficial property of the
solids, which quantifies its tendency to the hydropho-
bicity, as an important parameter to analyze the
mechanisms of interaction between the solid and liquid
phases that appear in many industrial operations. The
value of the angle of contact mainly depends on the
relation between the adhesive forces of the liquid and
the surface, and the internal forces of cohesion of the
liquid itself. As the interaction gets smaller, the angle
of contact is larger and its value is directly related
with the quality of the cleaning, i.e. a smaller angle
of contact results in a greater wettability, indicating a
smaller presence of contaminant agents in the surface
under study; it is considered that values smaller than
30◦ will show high degree of cleanliness, and that the
surface will be ready for further coverings. For rugged
surfaces, is it important to determine the apparent
angle θap, and if the surface has an inclination, the
intrinsic angle θi [8, 15,16] (Figure 2).

Figure 2. Intrinsic and apparent contact angle on a sur-
face a) Rugged and homogeneous b) Smooth and heteroge-
neous [16].

2. Materials and methods

2.1. Materials

2.1.1. Stainless steel sheets

Stainless steel sheets AISI/SAE 304 of dimension 7 x
7 cm and thickness of 2 mm were used in the research
for laboratory tests, as shown in Figure 3. The sheets
were impregnated with 0,1 ml of the lubricant oils ISO
32, ISO 68 and ISO 220, previous to the discharge
of the oxygen plasma. The rugosity of the surface of
the steel was not considered, since it does not have
influence on the effect of the ionized oxygen gas on
the controlled volume of oil deposited on the surface.

Figure 3. Stainless steel sheet.
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2.1.2. Lubricant oils

The lubricant oils ISO 32, ISO 68 and ISO 220 were
utilized as contaminant agents, and placed on the
surface of the stainless steel sheets. Such oils were
provided by the commercial house Gulf, and have the
properties shown in Table 1.

Table 1. Properties of lubricant oils

Oils Viscosity Density to 15 ◦C Flammability
cSt/40 ◦C kg/l Point ◦C

ISO 32 32 0,87 202
ISO 68 68 0,88 218
ISO 220 220 0,89 256

2.1.3. Oxygen

High purity oxygen provided by the company AGA,
was utilized for generating the ionized gas or plasma.
The output pressure of the tank is 1 bar, which was reg-
ulated in the plasma generator equipment, according
to the stated experimental conditions.

2.1.4. Low-pressure cold plasma generator

The brand of the plasma generator equipment utilized
here is Diener, as shown in Figure 4. In this equip-
ment, the neutral particles and the ions arise between
25 and 100 ◦C, with an electronic temperature between
105 ◦C and 5000 ◦C by means of continuous current
and pressures below 133 mbar. The equipment is semi-
automatic, where three different gases for generating
plasma can be used, and pressure, time and power
parameters can be controlled [17].

Figure 4. Plasma generator.

The vacuum plasma chamber can be seen in Figure
5, where the stainless steel sheets impregnated with oil
are placed. In addition, it comprises a vacuum pump
with rotating paddles of two stages, has a residual
pressure close to zero and enables the ventilation of
the chamber

Figure 5. Plasma chamber.

Table 2 contains the parameters established in the
oxygen plasma generator equipment that, according
to research studies carried out by [8], are suitable for
cleaning metallic sheets with low-pressure cold plasma.

Table 2. Parameters of the plasma generator

Control parameters.

Processes Lubricants Time Pressure Power
(min) (mbar) (%)

Processes ISO 32 10 0,26 90
with ISO 68 10 0,30 90

immersion ISO 220 15 0,32 90

Processes ISO 32 15 0,28 90
without ISO 68 15 0,32 90

immersion ISO 220 20 0,34 90

2.1.5. Gas analyzer

The level of gases generated in the cleaning of stainless
Steel sheets were detected by the QROTECH gas
analyzer, model NGA 6000, shown in Figure 6. This
analyzer is capable of detecting (i) carbon monox-
ide, in the measuring range 0.00 to 0.99 %, which
is highly toxic and can cause death when present at
high levels, (ii) carbon dioxide in the range 0.0 to 20.0
% that affects global warming, (iii) diatomic oxygen
in the range 0.00 to 25.00 %, that does not affect
the environment, (iv) hydrocarbons in the range 0
to 20000 ppm, combinations of carbon and hydrogen
commonly responsible for intoxications, and (v) NOx
in the range 0 to 5000 ppm, which are reactive, such as
nitric oxide (NO) and nitrogen dioxide (NO2), and very
harmful for health, environment and structures [18,19].

Figure 6. Gas analyzer.
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2.1.6. Digital optical goniometer

The KSV CAM100 optical goniometer shown in Figure
7, was utilized to determine the angle of contact of the
test liquid on the metallic surface. It incorporates a
camera CCD (charged-coupled device) with an optic
of 50 mm, and the software CAM 100 for image treat-
ment. A volume of 5 µl of test liquid was utilized for
measuring the angle of contact.

Figure 7. Digital goniometer.

2.1.7. Test liquid

Distilled or demineralized water was used as test liquid,
with the components of the free superficial energy that
are shown in Table 3.

Table 3. Components of the test liquid [20].

Test Energy of the Dispersive Polar
liquid surface (γ) component (γd) componente (γp)
Distilled 72.80 21.80 51.00water

The components of the liquid obtained by means
of the angle of contact with distilled water, enable
the calculation of the free superficial energy using the
theories of Fowkes and Wu.

2.2. Methods

2.2.1. Statistical methods

Five samples of stainless steel sheets impregnated with
the oils ISO 32, ISO 68 e ISO 220, were utilized in this
research for analysis in the laboratory. The gases were
detected in parts per million (ppm) and percentage
(%) as measurements of concentration, with no influ-
ence of the quantity or volume of oil on the surface.
An analysis of variance (Anova) or hypotheses test
was applied to determine if there exists a difference in
the percentages and part per million of the generated
gases in the cleaning with low-pressure cold plasma, to
contrast if the mean percentages of carbon monoxide
and carbon dioxide and the parts per million of hydro-
carbons, are equal with and without immersion in the

degreaser; the gas with the greater contamination was
further analyzed.

H0 : µ1 = µ2
There is no difference be-
tween the levels of gases

H1 : µ1 6= µ2
There is a difference be-
tween the levels of gases

2.2.2. Process

A micropipette was used to place the contaminant oil
for impregnating on the surface. As indicated in Fig-
ure 8, the tests to determine the contamination level
according to the degree on cleanliness, were conducted
out with and without immersion in the dissolvent of the
test tube, prior to the application of the cold plasma.

Figure 8. Experimental procedure.

A pre-degreasing was carried out with an immer-
sion in a solvent during 3 minutes, according to the
quantity of oil to be removed in the lab test. In indus-
trial treatments for cleaning AISI/SAE 304 steel, it
is recommended from 30 to 60 minutes to eliminate
organic compounds and remove inorganic compounds
that may be present on the surface. Table 4 shows the
properties of the used degreaser [21].

Table 4. Properties of the dissolvent [8].

Property Value

Density 0,8 g/cm3

Fusion temperature -34 ◦C
Biling temperature 136 ◦C
Decomposition temperature 480 ◦C
Flamability < 37 ◦C

3. Results and discussion

Tables 5 and 6 present the levels of gases obtained
in the cleaning of the surfaces of the metallic sheets
impregnated with oil ISO 32, applying low-pressure
cold plasma
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Table 5. Values of the angle of contact and levels of gases
with ISO 32 without immersion in degreaser

N. Oil Angle of Test CO CO2 HC
(ml) contact liquid (µl) (%) (%) (ppm)

1

0,1

16,76◦

5

0,34 0,1 563
2 16,49◦ 0,38 0,1 576
3 17,14◦ 0,37 0,1 553
4 16,24◦ 0,38 0,1 585
5 17,32◦ 0,41 0,1 601

Table 6. Values of the angle of contact and levels of gases
with ISO 32 with immersion in degreaser

N. Oil Angle of Test CO CO2 HC
(ml) contact liquid (µl) (%) (%) (ppm)

1

0,1

12,92◦

5

0,34 0,1 1031
2 12,25◦ 0,33 0,1 1028
3 12,73◦ 0,34 0,1 1049
4 12,86◦ 0,34 0,1 995
5 12,27◦ 0,37 0,1 1026

An analysis of variance was carried out among the
group of gases, carbon monoxide and hydrocarbons, to
determine if there is a difference between the contam-
ination levels of the obtained gases in the processes
with and without immersion in the degreaser. The null
hypothesis states that there is no difference between
the groups analyzed with a level of significance α =
0.05, obtaining the results presented in Tables 7 and
8.

Table 7. Single factor ANOVA. ISO 32 (CO)
Percentage of CO

Sum of gl Cuadratic F Sig.squares mean
Inter-grupos 0,003 1 0,003 5,953 0,041
Intra-grupos 0,003 8 0,000
Total 0,006 9

Table 8. Single factor ANOVA. ISO 32 (HC)
ppm of HC

Sum of gl Cuadratic F Sig.squares mean
Inter-grupos 506700,1 1 506700,10 1387,269 0,000
Intra-grupos 2922,0 8 365,25
Total 509622,1 9

As it can be seen in Tables 7 and 8, the p value
(Sig.) is smaller than 0.05, which indicates a differ-
ence between the percentages of carbon monoxide and
hydrocarbons in the processes with and without im-
mersion in the degreaser, determining that there is a
greater contamination when the previous immersion
takes place. However, it also presents a better cleanli-
ness, as seen in the values of angle of contact in Tables
Tablas 5 y 6. The levels of carbon dioxide remained
constant in the processes with and without immersion.

Tables 9 and 10 present the levels of gases obtained
563 in cleaning the surface of the stainless steel metal-
lic impregnated with the ISO 68 oil.

Table 9. Values of the angle of contact and levels of gases
with ISO 68 without immersion in degreaser.

N. Oil Angle of Test CO CO2 HC
(ml) contact liquid (µl) (%) (%) (ppm)

1

0,1

36,93◦

5

0,50 0,2 1177
2 37,55◦ 0,50 0,2 1151
3 36,86◦ 0,48 0,2 1098
4 36,91◦ 0,49 0,2 1133
5 36,05◦ 0,37 0,2 1088

Table 10. Values of the angle of contact and levels of gases
with ISO 68 with immersion in degreaser.

N. Oil Angle of Test CO CO2 HC
(ml) contact liquid (µl) (%) (%) (ppm)

1

0,1

16,03◦

5

0,39 0,2 2068
2 16,52◦ 0,45 0,2 2214
3 16,35◦ 0,44 0,2 2315
4 16,96◦ 0,49 0,2 2185
5 16,83◦ 0,50 0,2 2220

An analysis with a confidence level of 95% was
carried out, to determine if there is a difference be-
tween the contamination levels of the gases generated
in cleaning of surface of the stainless steel sheets im-
pregnated with the ISO 68 oil, in the processes with
and without immersion in a degreaser liquid. Tables
11 and 12 present the results obtained.

Table 11. Single factor ANOVA. ISO 68 (CO)
Percentage of CO

Sum of gl Cuadratic F Sig.squares mean
Inter-grupos 0,000 1 0,000 0,196 0,670
Intra-grupos 0,020 8 0,003
Total 0,020 9

Table 12. Single factor ANOVA. ISO 68 (HC)
ppm of HC

Sum of gl Cuadratic F Sig.squares mean
Inter-grupos 286702,5 1 2867602,50 621,460 0,000
Intra-grupos 36914,4 8 4614,30
Total 2904516,9 9

The result in Table 11 presented a p value (Sig.) of
0.670 > 0.05, thus the levels of carbon monoxide are
the same in the processes with and without immersion
in degreaser. On the other hand, Table 12 showed a
p value (Sig.) of 0.000 < 0.05, which indicates that
the levels of hydrocarbons are different, showing an
increment when a previous immersion is carried out;
the levels of carbon dioxide remained constant, as can
be seen in Tables 9 and 10.

Tables 13 and 14 include the levels of gases ob-
tained when using low-pressure cold plasma to clean
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the surfaces of the stainless steel sheets impregnated
with ISO 220 oil, in processes with and without prior
immersion in a degreaser liquid.

Table 13. Values of the angle of contact and levels of gases
with ISO 220 without immersion in degreaser

N. Oil Angle of Test CO CO2 HC
(ml) contact liquid (µl) (%) (%) (ppm)

1

0,1

71,41◦

5

0,47 0,2 1259
2 71,49◦ 0,45 0,2 1317
3 71,16◦ 0,47 0,2 1199
4 71,94◦ 0,49 0,2 1278
5 71,32◦ 0,50 0,2 1344

Table 14. Values of the angle of contact and levels of gases
with ISO 220 with immersion in degreaser

N. Oil Angle of Test CO CO2 HC
(ml) contact liquid (µl) (%) (%) (ppm)

1

0,1

20,50◦

5

0,51 0,4 1885
2 20,69◦ 0,52 0,3 1902
3 20,93◦ 0,51 0,4 1925
4 20,80◦ 0,50 0,4 1975
5 20,00◦ 0,51 0,4 1932

An ANOVA analysis was carried out to determine
if there is a difference between the levels of the gases
generated in cleaning of surface of the stainless steel
sheets impregnated with the ISO 220 oil, with and
without immersion in the degreaser. Tables 15 and 16
present the results obtained.

Table 15. Single factor ANOVA. ISO 220 (CO)
Percentage of CO

Sum of gl Cuadratic F Sig.squares mean
Inter-grupos 0,003 1 0,003 13,442 0,006
Intra-grupos 0,002 8 0,000
Total 0,005 9

Table 16. Single factor ANOVA. ISO 220 (HC)
ppm of HC

Sum of gl Cuadratic F Sig.squares mean
Inter-grupos 1038128,4 1 1038128,40 484,541 0,000
Intra-grupos 17140,0 8 2142,50
Total 1055268,4 9

Tables 15 and 16 indicate p values (Sig.) smaller
than 0.05, thus it can be stated that there is a dif-
ference in the contamination levels when cleaning the
surface of the metallic sheet impregnated with the
ISO 220 oil, with and without immersion in degreaser
before applying the low-pressure cold plasma

Table 17 presents the average of the results ob-
tained in the contamination levels of the generated
gases, when applying an oxygen plasma for cleaning
the metallic sheets.

Table 17. Summary of the average values of angle of
contact and level of generated gases

ISO 32 ISO 68 ISO 220

WIRH IMMERSIN
Angle of contact 12,606◦ 16.538◦ 20,584◦

Percentage of CO 0,344 0,454 0,510
Percentage of CO2 0,1 0,2 0,38
Parts per million de HC 1025,8 2200,4 1923,8

WITHOUT IMMERSION
Angle of contact 16,79◦ 36,46◦ 71,464◦

Percentage of CO 0,376 0,468 0,476
Percentage of CO2 0,1 0,2 0,2
Parts per million de HC 575,6 1129,4 1279,4

4. Conclusions

The cleaning processes in AISI/SAE 304 stainless steel
sheets using low-pressure cold plasma, with and with-
out immersion in a degreaser prior to the application
of the ionized gas exhibit differences in the levels of
expelled gases. According to the average of the re-
sults, when removing ISO 32 oil from the surface with
low-pressure cold plasma, the previous immersion in a
degreaser aids in reducing the angle of contact 25%,
which indicates a better quality cleaning of the surface,
but the contamination levels show a variation, espe-
cially the hydrocarbons significantly increase 78.21%
since the oil is removed from the surface together with
the remains of degreaser, the level of carbon monoxide
decreases 8.5% and the carbon dioxide remains con-
stant. This indicates that for removing the ISO 32 oil
it is not necessary a prior immersion, since without
it an optimal angle of contact is obtained (less than
30◦), and less contamination is generated.

When removing ISO 68 oil it was observed that
with an immersion of the metallic sheets in degreaser
before applying the cleaning process with low-pressure
cold plasma, the level of hydrocarbons increases 95%,
the percentage of carbon monoxide decreases % and
the percentage of carbon dioxide remains constant
with respect to the values obtained without previous
immersion. The angle of contact decreases 54% with a
previous immersion in degreaser before discharging the
plasma, obtaining optimal values of cleanliness smaller
than 30◦.

When removing ISO 220 oil from the surface, it
was observed an increase in the contamination levels in
all generated gases when cleaning the metallic sheets
with low-pressure cold plasma, if a prior immersion in
degreaser was applied to reduce the angle of contact
in 71% with respect to the process without immersion.
The parts per million of hydrocarbons increased 50%,
the percentage of carbon monoxide raised 7% and the
carbon dioxide 90%.
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In the cleaning of the surfaces of metallic sheets,
the ISO 68 oil showed the greater average contamina-
tion in hydrocarbons with 2200.4 ppm at an average
angle of contact of 16.53◦. The ISO 220 oil showed
the greater average contamination of carbon monoxide
with 0.51% and of carbon dioxide with 0.38%.
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Abstract Resumen
In gas flows at supersonic speeds, shock waves, flow
separation and turbulence are produced due to sudden
changes in pressure. The behavior of the compressible
flow can be studied by using experimental equipment
or by numerical methods with codes of the compu-
tational fluid dynamics (CFD). In the present work,
the air flow is simulated in a 2D computational do-
main with the ANSYS-Fluent code version 12.1 for
the geometry of a planar nozzle, using the Reynolds
averaged Navier-Stokes (RANS) equation, with the
objective of evaluating five turbulence models: SST
k − ω, k − e standard, k − ω standard, k − kl − ω
of transition and RSM. Numerical results of static
pressure profiles were obtained for the walls of the
nozzle and of the shock wave forms in the flow field,
for two conditions of pressure ratios rp = 2.008 and
rp = 3.413, which were compared with the experi-
mental data of Hunter’s work. It is concluded that
the numerical results obtained with the turbulence
model SST k−ω of Menter (1994) are more adjusted
to the experimental data of static pressure and shock
wave forms.

En los flujos de gas a velocidades supersónicas se
producen ondas de choque, separación del flujo y tur-
bulencia debido a cambios repentinos de la presión. El
comportamiento del flujo compresible se puede estu-
diar mediante equipos experimentales o por métodos
numéricos con códigos de la dinámica de fluidos com-
putacional (DFC). En el presente trabajo, el flujo de
aire se simula en un dominio computacional 2D con el
código ANSYS-Fluent versión 12.1 para la geometría
de una tobera plana, utilizando la ecuación de Navier-
Stokes de número de Reynolds promedio (NSRP), con
el objetivo de evaluar cinco modelos de turbulencia:
SST k−ω, k−e estándar, k−ω estándar, k−kl−ω de
transición y RSM. Se obtuvieron resultados numéri-
cos de perfiles de presión estática para las paredes
de la tobera y de formas de ondas de choque en el
campo de flujo, para dos condiciones de relaciones de
presión rp = 2, 008 y rp = 3, 413, los cuales fueron
comparados con los datos experimentales del trabajo
de Hunter. Se concluye que los resultados numéricos
obtenidos con el modelo de turbulencia SST k − ω
de Menter (1994) están más ajustados a los datos
experimentales de presión estática y de formas de
ondas de choque.

Keywords: Air flow, turbulence models, Shock wave,
Static pressure, Planar nozzle, supersonic speed.

Palabras clave: flujo de aire, modelos de turbulen-
cia, onda de choque, presión estática, tobera plana,
velocidad supersónica.
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1. Introduction

Experimental studies of the behavior of compressible
flow at supersonic speeds, are carried out in nozzles
with different geometries in the divergent cross section,
namely circular, oval, and rectangular among others.
When a sudden change in pressure occurs in the diver-
gent section of the nozzle, a shock wave is produced
which causes that properties of the fluid such as tem-
perature, velocity, density, among others, vary as a
consequence of decompression and compression of the
flow. The Mach number is the dominant parameter in
the analysis of this type of flow.

Schlieren technique is a manner to obtain the shape
of the shock wave, the turbulences and the separation
of the flow from the nozzle walls. Such technique is
recurrently employed in the field of high velocity flow,
and was proposed by the German physicist August
Topler in 1864 [1], who was the first to visualize the
shape of the wave. It uses an optical process to capture
images of the variation of the density.

The images and physical parameters of the com-
pressible flow that are obtained in the lab, are of great
importance to know its nature when subject to dif-
ferent variations of pressure and temperature. The
magnitude of the physical parameters are obtained by
direct observation, and the magnitude of other ther-
modynamic properties are obtained using empirical
equations or mathematical models.

In the literature there are works reported about
the limit layer of compressible flow [2]; the limit layer
with different conditions of pressure gradient [3]; nor-
mal and oblique shock waves, Prndtl-Meyer expansive
waves [4, 5] and turbulence [6].

The behavior of compressible flow can be repro-
duced using computational fluid dynamics (CFD)
codes [7, 8], which employ mathematical models of
governing equations and turbulence models [9] coupled
in the equation of momentum.

Among the different geometry of laboratory ex-
perimental nozzles, it has been chosen to study the
compressible flow for a flat nozzle. Figure 1 shows an
image of its geometry (Hunter [10]).

Based on the one-dimensional theory, the flat noz-
zle shown in the image has a mean angle of 11.01◦ in
the divergent section, which is considered to be out
of design with respect to its geometry. This nozzle
was designed for a pressure relationship rp=8.78 at the
outlet of the divergent section, for a Mach number 2.07
and a pressure of 102.387 kPa (14.85 psi ) at the inlet
of the convergent section, for a stagnation temperature
of 294.444 °K (530 ◦R) in the throat, for a Reynolds
number 3, 2× 106 [10].

It can be pointed out that the mean angle of design
of the divergent section for conic nozzles is typically in
the range 12-18◦ [11], and the same principle applies
for flat nozzles.

Figure 1. Photograph of a convergent-divergent flat nozzle
(Hunter [10]).

Hunter [10] reported experimental results of static
pressure measured at the wall of the flat nozzle, for
the range of pressure relationship rp = 1.255− 9.543.
In addition, the flow of air was simulated for the geom-
etry of the flat nozzle, using three turbulence models,
namely Shih-Zhu-Lumley (SZL) [12], Gatski-Speziale
(GS) [13] and Girimaji [14], which were compared with
the experimental data of pressure for rp = 3, and the
model SZL showed the best results.

Balabel [15] simulated the flow for the geometry of
the flat nozzle [10], with the turbulence models stan-
dard k−e [16], extended k−e [17], v2−f [18], realizable
v2 − f [19], SST k − ω [20] and RSM [21], and com-
pared the obtained numeric curves with experimental
data of static pressure for rp = 1.255, rp = 2.412 and
rp = 5.423. In addition, the flow was simulated using
the SST turbulence model for low and high Reynolds
number, also comparing with experimental data for
rp = 2.412 and rp = 5.423. Based on the results, the
SST k−ω turbulence model best fits the experimental
data.

Besides, the geometry of the flat nozzle [10] was
also used by Toufique [22], who simulated the flow
with the standard k − ω turbulence model [23], and
compared the shapes of the shock waves obtained with
experimental data, for rp = 2.4 and rp = 3.0. Results
showed that the width of the Mach disc is slightly
smaller than the experimental Mach disc. Kotteda et
al. [23] also studied the flow for different relationships
of pressure and area and simulated the 2D flow with
the Sparlat-Allmaras turbulence model, obtaining dif-
ferent configurations of the shape of the shock waves.

Other relevant works for flat nozzles with different
dimensions than the flat nozzle studied by Hunter [10],
are now mentioned. Forghany et al. [24] conducted a 2D
computational research of the aerodynamic effects in
the vectorization of the thrust by fluid, observing that
the free flow reduces the vectorization performance and
the thrust efficiency, compared to the static condition
without wind.

Shimshi et al. [25] used experiments and 2D simu-
lations to study the flow separation for a high Mach
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number in the divergent section, and found that the
transition to the asymmetric separation resulted in the
jet joining the nozzle wall, and the inverse transition
is accompanied by a hysteresis effect. Arora et al. [26]
conducted experiments for the flow in a nozzle with
double divergent section, observing that the angle be-
tween the two sections influences the structure of the
collision.

Sivkovik et al. [27] conducted experiments and 2D
simulations of the flow under vector control, aiming to
establish a methodology of the geometry of the flow.
Martelli et al. [28] simulated for an asymmetric 3D
flow, and reported the instability of the collision and
the frequency of the characteristics. Kostic et al. [29]
simulated the 2D flow for the vector control of the
thrust with different positions, obtaining the direction
of the thrust force and losses.

Verma et al. [30] studied the unstable nature of
the structure of the collision, and the results showed
that the fluctuations of the pressure on the wall are
accompanied of a resonance, and that the tones of such
resonance ted to disappear as the pressure relationship
increases and the limit layer experiments a transition.

In this work, the behavior of the flow of air in an
experimental flat nozzle is simulated in a 2D computa-
tional domain [10] for five turbulence models, in order
to evaluate and determine which of them produces
numeric results closer to the available experimental
data of static pressure and shape of the shock waves,
reported in the work by Hunter [10] for rp = 2.008
and rp = 3.413.

In addition, the mathematical fundamentals, simu-
lation results and comparison with experimental data
are also presented, as well as the comparison of the
numerical and experimental shapes of the shock waves.
At last, the conclusions of the analysis conducted are
exposed.

2. Materials and methods

2.1. Mathematical fundamentals

The four equations of fluid dynamics that govern sta-
tionary flow are the mass conservation equation

∇ · (ρ~u) = 0 (1)
the energy conservation equation

∇ · (ρuu) = −∇P +∇ · (¯̄τ) (2)
the equation of momentum

∇ · (~u(ρE + P )) = ∇ · (keff∇T + (¯̄τeff · ~u)) (3)

and the state equation

∂ρ

∂p
= 1
RT

(4)

Where the tensor of tensions is expressed as ¯̄τ =
µ

[
(∇~u+∇~uT )− 2

3∇ · ~uI
]
, with I the unit tensor, the

energy is expressed as E = h− P
ρ + u2

2 , ρ is the density,
u is the velocity, ~u is the velocity vector, P is the
pressure, µ is the viscocity, h us the enthalpy, R is the
gas constant and T is the temperature. In addition,
keff is the effective conductivity, which is a function of
the turbulent thermal conductivity kt and the effective
tensor of tensions ¯̄τeff .

For compressible flow, the relation of pressures and
temperatures as a function of Mach number M are
given by

P0

P
=

(
1 + γ − 1

2 M2
) γ
γ−1

(5)

and

T0

T
= 1 + (γ − 1)

2 M2 (6)

respectively, where the parameters are total pres-
sure P0, total temperature T0, Mach numberM = u

c
and speed of sound c =

√
γRT , where R is the gas

constant and γ = Cp
Cv

is the relation of specific heat.
Considerations on the Mach number are the follow-
ing: for incompressible flow M < 0.3, subsonic flow
0.3 < M < 0.8, transonic flow 0.8 < M < 1.2, super-
sonic flow 1.2 < M < 3 and hypersonic flow M > 3;
and for flow with sonic velocity, M = 1 [5].

The variation of the viscosity of gases as a func-
tion of temperature can be approximated according to
Sutherland law as [5].

µ

µ0
=

(
T

T0

) 3
2 T0 + S

T + S
(7)

where µ0 = 1, 716 kg/(m.s), is the reference viscos-
ityia T0 = 273, 11 K, is the reference temperature and
S = 110, 56 K is the effective temperature.

There are different turbulence models reported in
the literature, with their respective mathematical de-
scriptions. The turbulence models are semi-empirical
transport equations that describe the mixing and diffu-
sion that increase due to turbulent eddies, as a function
of the viscosity of the fluid and the turbulent viscos-
ity, among other variables. The models of turbulence
are coupled in the linear equation of momentum, and
the tensor of tensions is a function of viscosity. This
mathematical expression is the Average Reynolds num-
ber Navier-Stokes equation (RANS). Besides RANS,
there is the large eddies simulation model (LES) and
the direct numerical simulation model (DNS). Initial
research works about turbulence were conducted by
Kolmogorov (1941), based on the results obtained by
Reynolds (1883).

The five turbulence models used in numerical simu-
lations by means of RANS are SST k−ω by Menter [20],
standard k−e by Launder and Spalding [16], standard
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k−ω by Wilcox [31] and transition k− kl−ω by Wal-
ters and Cokljat [32], which are based in the turbulent
viscosity and are supported by Boussinesq hypothesis.
The RSM turbulence model by Launder et al. [21] for
the pressure linear tension [33] and the effects of wall
reflection [34] is supported in the tensions models by
Reynolds.

2.2. Computational domain, meshing and
boundary conditions

The geometry of the flat nozzle [10] studied in this
work is shown in Figure 2, and the dimensions of the
points of reference can be seen in Table 1.

Figure 2. Schematic representation of the flat nozzle pro-
jected on the Cartesian xy plane. Adapted from Hunter [10].

Table 1. Dimensions in inches and in millimeters of
the points of reference of the flat nozzle. Adapted from
Hunter [10]

Coordinate (in) Coordinate (mm)
Points x y x y

A 0,000 0,000 0,000 0,000
B 0,000 -0,614 0,000 -15,595
C 0,000 1,386 0,000 35,204
D 0,917 1,163 23,291 29,540
E 0,988 0,611 25,095 15,519
F 2,394 0,553 60,807 14,046
G 2,430 0,559 61,722 14,198
H 2,275 1,166 57,785 29,616
I 4,550 0,972 115,57 24,688

The geometry of the 2D computational domain can
be seen in Figure 3, which is projected in the Carte-
sian xy plane, considering adiabatic the walls of the
domain. The flow for this section was simulated due to
the symmetry it possesses. The geometry of the nozzle
is constructed with the dimensions in Table 1.

Before the convergent section, there is a straight
segment of length x = −25.4 mm; the nozzle starts at
x = 0.0 mm, the throat is located at x = 57.785 mm,
and the divergent section of the nozzle ends at

x = 115.57 mm; the length of the section of the atmo-
sphere ends at x = 471.17 mm.

Figure 3. (a) Computational domain. (b) Subdomain: flat
nozzle.

Figure 4 shows the meshed domain, which is struc-
tured in a total of 20290 quadrilateral cells. The mesh
was refined towards the walls of the straight section
and of the convergent-divergent section, due to the
presence of shear stress in those regions.

The meshing was implemented in the ANSYS-
Meshing platform, and the domain was discretized
by means of the interaction ICEM-CFD. The dimen-
sioning included: smoothing, medium; center of the
expansion angle, fine; curvature of the normal angle,
18◦; minimum size, 0.000249 m; maximum size of the
surface, 0.0249 m; maximum size, 0.0499 m; growth
relationship, 1.2; and minimum length of the boundary,
0.000914 m. For the inflation: transition relationship,
0.272; maximum layers, 2; and grow relationship, 1.2.

Figure 4. (a) Computational domain meshed with 20 290
quadrilateral cells. (b) Meshed of the divergent section with
11 270 quadrilateral cells.

It is important to mention that, in order to obtain
a good quality of the mesh, it should be assured that
each cell is not very biased, since this can generate
difficulties and inaccuracies in the convergence of the
numerical solutions. The most appropriate type of bias
for bi-dimensional cells is the equiangular bias with
QEAS , where 0 ≤ QEAS ≤ 1 for any 2D cell, where
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an equilateral triangle, and a square or rectangle have
zero bias [35]. For the mesh with quadrilateral cells
in the domain shown in Figure 4, QEAS = 0 for 98 %
of the total cells and QEAS = 0.3 for the remaining
2 % of cells, resulting in a good quality mesh of the
computational domain.

As part of a numerical convergence study, the mesh
shown in Figure 4 yielded a satisfactory result with a
final Mach number 2.0036 at the end of the divergent
section in the axial symmetry, at the distance 115.57
mm for rp = 8.78, and using a SST k − ω turbulence
model. This is an acceptable value when compared to
the design value Mach 2.07 obtained by Hunter [10] at
the outlet of the flat nozzle.

The initial and boundary conditions were estab-
lished as:

• At the atmosphere, the outlet pressure is the to-
tal pressure Patm = 102, 387kPa (14,85 psi),and
the total temperature Tatm = 294, 444K (530
°R).

• The total inlet pressure of the flow is established
for two cases of pressure relationships rp = 2, 008
y rp = 3, 413 being the total input pressure
P0 = rp · Patm.

• The total inlet temperature
T0 = 294, 444K(530◦R), is of equal magnitude
than the temperature at the atmosphere. Due to
the symmetry of the domain in the x axis, in the
direction of the y axis the flow velocity is zero.

• The speed of the flow is zero in the adiabatic
walls.

where the pressure and temperature data for rp =
2.008 and rp = 3.413, have been taken from Hunter
[10].

2.3. Method of computational solution and
equipment

The code ANSYS-Fluent version 12.1, which applies
the finite volume method (FVM), was used for the
numerical solutions of the flow of air. Among the dif-
ferent solution alternatives, it was chosen the option of
analysis based in the density for a compressible fluid,
and 2D symmetry in the Cartesian xy plane.

In each numerical simulation, a unique turbulence
model was chosen in the following order: SST k − ω,
standard k− e, standard k−ω, transition k− klω and
RSM, for a total of five models. Sutherland equation
was selected for the viscosity of the fluid as a function
of temperature. The option Second Order Upwin was
selected under the flow conditions, for the turbulence
of the kinetic energy and for the type of specific dissipa-
tion. For the control solution, a Courant number equal
to 2 was determined, keeping the default relaxation

factors. A fixed value of 0.00001 was determined for the
residual monitor, for continuity, velocity and energy.
The final results for the steady-state flow conditions
were obtained after 9000-14 000 iterations.

A Síragon Laptop, model M54R, Intel Core 2 Duo,
two 1.8 GHz processors and 3 GB of RAM memory,
was employed for processing the data obtained in the
numerical simulations.

3. Results and discussion

3.1. Comparison of the static pressure profiles
with experimental data

In this section, the numerical curves of static pres-
sure obtained for the five turbulence models, namely
SST k − ω, standard k − e, standard k − ω, transition
k−kl−ω and RSM, were compared with experimental
data of static pressure from the work by Hunter [10], for
rp = 2.008 and rp = 3.413, respectively. The profiles
of static pressure correspond to the pressures along
the nozzle wall, starting at the inlet of the conver-
gent section and ending at the outlet of the divergent
section.

Figure 5 shows the static pressure profiles for
rp = 2.008, where during the drop and after a slight in-
crease in the static pressure, the five numerical curves
are close and are superimposed with the experimental
data up to an estimated position x = 70 mm. Follow-
ing these distance the numerical curves become apart
with respect to each other, and then become closer in
the way to the outlet of the divergent section.

In the extended detail shown in Figure 6, it can be
observed how the trajectories of the numerical curves
evolve after x = 70 mm, where the static pressure
starts to increase, thus starting the separation of the
flow from the wall/ The numerical curve corresponding
to SST k − ω is closer to the experimental data. The
RSM numerical curve exhibits an oscillatory behavior
on the experimental data of pressure. The standard
k − ω numerical curve has a behavior parallel to the
SST k−ω curve in the upper part. At last, the numer-
ical curves standard k − e and transition k − kl − ω
are very far from the experimental data in the lower
part, where the minimum pressure drop occurs.

Figure 7 shows the static pressure profiles for
rp = 3.413, which are close to the experimental data
up to x = 95 mm, after which they become separate.

In the extended detail shown in Figure 8, it can be
observed how the trajectories evolve after x = 70 mm.
Then, after x = 95 mm, the standard k − ω and the
SST k − ω turbulence models are superimposed, with
a slight separation in the vertical direction and close
to the experimental data; however, with respect to
these two numerical curves, the RSM one is closer to
the experimental data with small oscillations in the
upper part, the standard k-e is closer in the lower part,
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and the transition k − kl − ω numerical curve is the
farthest from the experimental data.

Figure 5. Profiles of static pressure at the wall, for
rp=2,008.

Figure 6. Extended detail of a section of Figure 5.

Figure 7. Profiles of static pressure at the wall, for
rp = 3, 413.

Figure 8. Extended detail of a section of Figure 7.

From the comparison of the numerical curves in
Figures 5 and 7, with respect to the experimental data
of static pressure of the flat nozzle from the work
by Hunter [10], the turbulence model SST k − ω by
Menter [20] better approximates such experimental
data.

3.2. Comparison of the numerical and experi-
mental shapes of the shock waves

The numerical simulations of the flow field with pres-
ence of shock waves in the flat nozzle, obtained for the
five turbulence models are shown in Figures 9 and 10
for rp = 2.008, and in Figures 11 and 12 for rp = 3.413.

The flow of air with rp = 2.008 in the divergent sec-
tion is over expanded, thus the shock wave is present
and it can be seen which regions show the Mach disc,
the oblique collision, the reflected oblique collision and
the beginning of the flow separation, identifying regions
in which the flow is supersonic, transonic and subsonic.
The over expanded flow is characteristic when the flow
decelerates in the divergent section due to an abrupt
increase in the pressure, passing from a supersonic to
a subsonic velocity when the collision occurs.

As the pressure of the flow increases at the inlet
of the nozzle, the shock wave moves to the outlet of
the nozzle. Similarly, the flow of air with rp = 3.413
is shown, and the over expanded flow in the divergent
section also presents the Mach disc and the reflected
oblique collision outside the nozzle; the divergent sec-
tion is in the range of x/xt = 1.0 − 2.0, where xt is
the variable distance from the position of the throat
to the outlet of the nozzle, in the range 57.785-115.57
mm.

For each case, from the beginning of the flow sepa-
ration downstream for the flow adjacent to the nozzle
wall, a recirculation of flow is produced due to the
pressure drop. As a consequence, an amount of air
mass from the atmosphere is forced to enter grazing
the nozzle wall.
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Figure 9. Shapes of the shock waves for different turbu-
lence models. Density (kg/m3 ) of the flow for rp = 3, 413.

Figure 10. Shapes of the shock waves for different tur-
bulence models. Contour lines of density (kg/m3) for
rp = 3, 413.
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Figure 11. . Shapes of the shock waves for different turbu-
lence models. Density (kg/m3) of the flow for rp = 3, 413.

Figure 12. Shapes of the shock waves for different tur-
bulence models. Contour lines of density (kg/m3) for
rp = 3, 413.

The profiles of the densities of flow obtained along
of the symmetry in the direction of the x axis for
the five models of turbulence, are shown in Figure 13
for rp = 2.008, and in Figure 14 for rp = 3.413. For
each case, it is seen the behavior of the trajectories of
the numerical curves, the decrease and increase in the
density where the shock wave is present.
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Figure 13. Density profiles evaluated at the symmetry of
the x axis, for rp = 2, 008.

Figure 14. Density profiles evaluated at the symmetry of
the x axis, for rp = 3, 413.

After comparing the numerical results of the shapes
of the shock waves in Figures 9 y 10 for rp = 2.008,
with the shape of the experimental shock wave cap-
tured with Schlieren technique that can be observed
in Figure 15 (from the work by Hunter [10]), it is seen
that for the SST k − ω turbulence model, the Mach
disc at the position x/xt = 1.5, the oblique collision,
the reflected collision and the beginning of flow sepa-
ration, are similar to the experimental results. With
respect to the other numerical results of the shapes
of the shock waves, some are displaced to the left and
some to the right, thus the Mach disc moves to the
position x/xt = 1.5. It can be pointed out that the
Mach discs, which correspond to a normal wavefront,
vary their width for each model of turbulence.

Similarly, comparing the shapes of the shock waves
shown in Figures 11 and 12 for rp = 3.413, with the
shape of the experimental shock wave in Figure 16, it
can be seen that the SST k−ω turbulence model better
fits the experimental result, although the Mach disc
outside the nozzle is of smaller length with respect to
the shape of the experimental shock wave. The other
shapes of the numerical shock waves are displaced,
some to the left and others to the right, thus the same
will occur with the Mach disc.

Figure 15. Shape of the shock wave for rp = 2.008.
Adapted from the work by Hunter [10].

Figure 16. Shape of the shock wave for rp = 3.413.
Adapted from the work by Hunter [10].

As shown in Figures 9 to 12, the shock waves vary
their shape according to the turbulence model em-
ployed in the simulations, and the beginning of the
flow separation is not kept at a fixed position.

The experimental Mach disc for rp = 2.008 is at
x/xt = 1.5, with location x = 86.677 mm, where
xt = 57.785 mm. Due to difference in density, which
can be appreciated by the gray scale, it can be seen
that there is a thickness of the shock wave, since the
flow suddenly goes from a low to a high pressure, thus
the velocity of the flow suddenly decelerates in a time
instant. The same occurs for the shock wave present
outside of the nozzle for rp = 3.413 at x/xt = 2.11,
with location x = 122.06 mm.

The numerical simulations have given for each
Mach disc, the thicknesses of the wavefront in the
x axis symmetry of the compressible flow domain, the
position and the percentage of displacement, which
are shown in Table 2 for rp = 2.008 and in Table 3 for
rp = 3.413.

The simulated flow for rp = 2.008 shows that the
position of the Mach disc coincide for SST k − ω and
standard k − ω, and are separated 0.0068% by the
left extreme of the position of the experimental Mach
disc; this displacement to the left is indicated by the
negative sign in Table 2. On the other hand, by the
right extreme are separated 7.86% the standard k-e,
10.96% the transition k − kl − ω and 0.61% the RSM.
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The standard k − ω has the greater thickness of the
Mach disc, while the transition k − kl − ω has the
smallest. The Mach discs for the SST k − ω, standard
k − ω and RSM turbulence models have less than 1%
displacement with respect to the position of the exper-
imental Mach disc, which is acceptable in engineering;
nevertheless, according to the numerical results, the
SST k− ω is the turbulence model that better fits the
experiment.

It should be pointed that the thickness of the Mach
disc was obtained from the density profiles, in the x
axis symmetry, from the initial position where the den-
sity of the flow starts to increase to the final position
where the maximum compression is reached. Figure
13 shows the density increase, for the estimated range
85-90 mm, which is the region where the collision front
is present for the numerical simulations.

For rp = 3, 413, the positions of all Mach discs are
displaced to the right with respect to the experimental
Mach disc, as shown in Table 3. The With 1.27%, the
SST k−ω has the smallest percentage of displacement,
while the transition k − kl − ω has the largest per-
centage of displacement with 8.14%. For this case, the
thicknesses of all Mach discs are greater with respect
to the simulated flow for rp = 2.008. Similar to the
previous case, the result of the SST k − ω turbulence
model exhibits the best fit to the experiment.

Table 2. Thickness, position and percentage of displace-
ment of each Mach disc with respect to the experimental
Mach disc at x = 86.677 mm, for rp = 2.008

Turbulence Espesor Position Percentage of
model (mm) x (mm) displacement

SST k − ω 1,017 86,671 -0,007
k − e 1,017 93,492 7,862
k − ω 5,384 86,671 -0,006

k − kl − ω 0,718 96,184 10,968
RSM 2,153 87,21 0,614

Table 3. Thickness, position and percentage of displace-
ment of each Mach disc with respect to the experimental
Mach disc at x = 122.06 mm, for rp = 3.413

Turbulence Espesor Position Percentage of
model (mm) x (mm) displacement

SST k − ω 3,983 123,619 1,277
k − e 3,915 127,568 4,512
k − ω 6,49 124,873 2,034

k − kl − ω 4,941 131,996 8,14
RSM 3,1 124,061 1,639

For both cases rp = 2.008 and rp = 3.413, in which
the flow is over expanded in the divergent section of
the flat nozzle, the shapes of the shock waves obtained
for the SST k − ω turbulence model have the best fit

to the experimental shock waves shown in Figures 15
and 16.

It should be pointed that a case study for the
same geometry of the flat nozzle [10] considered in
the present work, but with a porous surface in the
flat wall of the divergent section, was conducted by
Abdol-Hamid et al. [36], who simulated the 3D flow
for the three turbulence models standard k − e [16],
SZL [12] and RSM [21], comparing with experimental
results. The 3D results obtained in the symmetry of
the flat wall, did not significantly contribute in an
improvement when compared to the 2D results, for
the range 1.41 < rp < 2.1 in the pressure relationship.

For flow in domains that have symmetry, the fa-
vorable option is to simulate in 2D due to the save in
hours of computational cost, which reduces the time of
iteration and yields favorable results in specific regions,
without having to use 3D flow simulation to obtain
similar results in symmetry. Nevertheless, the 3D sim-
ulation provides relevant information away from the
symmetry, in the corners of the walls, where the flow
regime suddenly changes; for this it should be consid-
ered the use of turbulence models which have been
already validated, and furthermore, if more precision
is required in the numerical results the models LES or
DNS should be employed.

The obtained numerical results are related to the
mathematical fundamentals of each turbulence model,
and the evaluation method applied in the region of
the turbulent limit layer, because of the presence of
shear stress in that region of flow. Besides, in the limit
layer there are two parameters involved, namely the
thickness and the friction coefficient, for both laminar
and turbulent flow.

The SST k − ω turbulence model is a model of
the Shear Stress Transport (SST) which employs two
equations, one for the turbulent kinetic energy k, and
the other for the specific dissipation rate ω, where the
latter determines the turbulence scale. The mathemat-
ical expressions which are part of this structure are:
the eddy viscosity, which transports the momentum by
means of the turbulent eddies; the generation of turbu-
lent kinetic energy due to gradients of mean velocity
and the transverse diffusion, among other variables
and constants which are used as parameters for the
development of the flow regime.

This model has the ability of forecasting the behav-
ior of the compressible fluid with more precision for
opposite pressure gradients, which in the simulations
demonstrates where the front of the shock wave is
present in the symmetry in the direction of the x axis.
The sensitivity to abrupt pressure variations, which
produce the separation of flow from the divergent wall,
is slightly smaller with respect to the turbulence mod-
els k−e and RSM, which are closer to the experimental
data.

Nevertheless, the SST k − ω turbulence model ex-
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hibits better numerical results compared to the other
turbulence models employed.

4. Conclusions

After evaluating the five turbulence models, namely
SST k − ω, standard k − ω, standard k-e, transition
k − kl − ω and RSM, which were employed in numer-
ical simulations of an over expanded flow, it can be
concluded that:

Regarding the profiles of static pressure obtained
in the simulations along the walls of the flat nozzle,
the turbulence model SST k − ω exhibited the best fit
to the experimental data for the pressure relationships
rp = 2.008 and rp = 3.413.

The profiles of density evaluated in the symmetry
of the x axis, for rp = 2.008 and rp = 3.413, exhibit
an abrupt increase in magnitude where the shock wave
is present, and the SST k − ω turbulence model has
the steepest slope.

The shapes of the shock waves for the field of den-
sity, obtained in the simulations with the SST k−ω tur-
bulence model for the pressure relationships rp = 2.008
and rp = 3.413, are similar to the shapes of the ex-
perimental shock waves captured with the Schlieren
technique, where for rp = 2.008 the Mach disc is dis-
placed 0.007% to the left, and for rp = 3.413 the Mach
disc is displaced 1.277% to the right.

For further works it is recommended to simulate
the 3D flow and compare with the results of this work,
to determine the numerical deviations that could oc-
cur with respect to the experimental data of pressure.
Besides, simulate the flow with the SST k − ω turbu-
lence model for the fields of static temperature, Mach
number and pressure, to obtain the magnitude of the
physical parameters before and after the shock wave.
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Resumen Abstract
The present work aims at proposing indicators for
early detection of faults in the fuel-oil generator sets
of internal combustion engines, using the injection
pressure and temperature of the combustion cham-
ber. As a case study, the generation groups of the
Maintenance Company of Fuel-Oil Generating Sets
(EMGEF), in the Cuban province of Granma, were
evaluated. A multifactorial design was used for the
experiment, using 16 engines as main factors, the
9 cylinders of each engine, and a working time of 3
years. The study demonstrated that pressure and tem-
perature are significant indicators of engine failure,
and that the number of detected faults from temper-
ature were more significant than those reported from
injection pressure. It is concluded that high tempera-
tures in the cylinders are generally related to a high
index of gases, and a poor state of the injectors. The
differences between the pressures are related to low
hermetism, and the technical state of the elements of
the feeding system.

El presente trabajo tiene como objetivo proponer in-
dicadores para la detección temprana de fallas en
los motores combustión interna de los grupos elec-
trógenos de fueloil a partir de la presión de inyección y
temperatura de la cámara de combustión. Como caso
de estudio fueron evaluados los grupos de generación
de la Empresa de Mantenimiento a los Grupos Elec-
trógenos Fueloil (EMGEF) en la provincia cubana
de Granma. Para el experimento se utilizó un diseño
multifactorial usando como factores principales los 16
motores, los 9 cilindros de cada motor y un tiempo
de trabajo de 3 años. El estudio demostró que la
presión y la temperatura son indicadores significa-
tivos en las fallas de los motores, además de que el
número de fallas detectadas por temperatura fueron
más significativas que las reportadas por la presión
de inyección. Se concluye que las altas temperaturas
en los cilindros generalmente están relacionadas con
un alto índice de gases y un deficiente estado de los
inyectores. Las diferencias entre las presiones están
relacionadas con la baja hermeticidad y el estado
técnico de los elementos del sistema de alimentación.

Keywords: failure, pressure, injection, temperature
combustion chamber, maintenance, generator sets.

Palabras clave: fallas, presión, inyección, tempera-
tura, cámara de combustión, mantenimiento, grupos
electrógenos.
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1. Introduction

Electricity generation is a priority for governments,
because the quality of life of the people largely de-
pends on it. An alternative to guarantee such objective
are the generating groups (GG), which are employed
either in an intensive manner or as support. They are
continuously improved to guarantee their efficiency
and effectiveness [1].

As all equipment for distributed generation, the
GG have various advantages and disadvantages in
their operation, due to the parameters of the manu-
facturer and of the generators that constitute them.
Their main advantages are that they help with envi-
ronmental conservation, and that they constitute an
important alternative to increase electric generation
at peak hours of demand, contributing to decongest
energy transmission systems. The main disadvantage
of this system, is that they can produce voltage fluc-
tuations that may affect nearby generating groups.
Besides, it requires a data acquisition system which is
more complex, compared to any other equipment, due
to technology used in these cases [2, 3].

Several research works have been carried out, to
propose techniques for early detection and diagnose
of failures in internal combustion engines. According
to Mendonça [4], incipient malfunctions in the com-
ponents of generators driven by internal combustion
engines, may be detected measuring the voltage and
current in the stator of the generator; such malfunc-
tions may include failures in the inlet valve, and in
the compression due to wear in the piston rings. The
study carried out by Xi, Li, Tian and Duan [5] showed
that it is possible to detect failures in marine combus-
tion engines, from the analysis of the frequency of the
vibrations.

On the other hand, the study by Lee, Cha, Ko, Park
and Jung [6] deals with fault detection applications
and diagnose algorithms based on the Kalman filter
and the fault factor method, which are utilized on an
open-cycle liquid propellant rocket engine at steady
state, enabling to determine the fault location, either
in a sensor or in an internal component. In the study
carried out by Czech, Wojnar, Burdzik, Konieczny
and Warczek [7], vibration signals and artificial neural
networks were used to detect damage on the engine
mechanical elements (exhaust valves, injectors, cylin-
der head gasket). The results confirmed the possibility
of diagnosing the technical state of the automobile
engine components, while the motor is in operation.

Flett and Bone [8] developed a system based in the
vibration, for detection and diagnosis of failures in the
valve train of the internal combustion engine. On the
other hand, Trujillo et al. [9] proposed a methodology
that combines numerical and experimental procedures
by means of finite element simulations, use of thermo-
couples and infrared thermography, to estimate the

mean temperature in the internal surface of the cylin-
der of an air-cooled direct injection diesel four strokes
engine, improving data acquisition and preventing to
take actions from the inside of the combustion cham-
ber, thus reducing the complexity of the experiments
during diagnosis.

During normal operation, the GG are subject to
different requests that cause their deterioration, and
consequently reduces their electric generation capacity.
This deterioration comprises all forms of wear and tear
produced by phenomena such as: fatigue, corrosion,
abrasion, erosion and degradation. These failures may
be possibly caused by the effect of the injection pres-
sure and temperature accumulated inside each engine
cylinder. Therefore, the objective of this research is
to propose indicators that use injection pressure and
temperature in the combustion chamber, for early de-
tection of faults of fuel-oil generating groups in internal
combustion engines.

2. Materials and methods

The Corporate Base Unit of 110 kV, which belongs
to the Granma Cuban Electrical Company, is taken
as a case study. Such unit is constituted by sixteen
generating groups that operate with fuel-oil.

2.1. Extent of the research

The research lasted a period of 36 months (from Jan-
uary 2015 to December 2017). Data and valuable in-
formation was obtained from the following documents:
i) letter of technological regime for HHI 1.7 MW PPS
(Code: UJ-IG-0304); ii) control of availability GDECU
(Code: UJ-IG 0105); iii) book of defect control (Code:
UJ-MP 0200.A5); iv) book of operational incidences
(Code: UJ-MG 0200.A8); v) operating control of faults.
Direct queries were carried out to operators and spe-
cialists in charge of the GG exploitation, to extract
distinctive features of the operation of such equipment.

2.2. Generating groups (GG) main title

The GGs of the station comprise 16 1.7 MW Hyundai
engines. Table 1 summarizes the characteristics of such
engines. These machines use fuel-oil, which is a frac-
tion of the oil obtained as residue after distillation. Is
the heaviest fuel than can be distilled at atmospheric
pressure. It is used as fuel in electric generation plants,
boilers and furnaces.
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Table 1. Characteristics of the 1.7 MW HYUNDAI engines

Type of engine HYUNDAY
1,7 MW

Number of cylinders 9
Rotational speed (min−1) 1000

Diameter of the cylinders (mm) 210
Power per cylinders (kW) 200

Piston travel (mm) 320

2.3. Control, analysis and failure criteria

This sub-section specifies the considerations assumed
during the experimentation.

2.3.1. Control

All the information regarding failures was collected
from the operational record of failures. The following
was taken into account in such register: i) identifica-
tion of repetitive damages and failures, classification
by type of equipment or system; ii) identification of
the causes of the failures; iii) collection of other in-
formation such as: repairing cost, mean time between
failures (MTBF), mean time per failure (MTPF); iv)
identification of previously utilized corrective actions.

2.3.2. Failure criterion

The gravity indicators referred by Aguilar-Otero,
Torres-Arcique, Magaña-Jiménez [10], Moubray [11]
and Scarpatti [12], were taken into account with the
purpose of defining the gravity of the failure. These
indicators mainly gather the specialized experience
obtained in the analysis, treatment and consequences
of the failures that typically affect the control and
protection schemes.

2.3.3. Experimental design

The analysis and graphics results were obtained using
the statistical package STATGRAPHICS Centurion
XV (Trial version 15, StatPoint Inc., USA). A factorial
design of experiments was used to study the effects
of the quantitative factors in the design mathematical
model defined as.

yijk = µ+ τi + βj + γk + (τβ)ij + (βγ)jk+

+(τβγ)ijk + εijk

i = 1, 2, . . . , a
j = 1, 2, . . . , b
k = 1, 2, . . . , c

(1)

where the variables τ, β, γ represent the factors
engine, cylinder and working time, and their interac-
tions. A variance analysis methodology (Anova) was
utilized for analyzing the levels of the factors, where

an F value was calculated, for a probability of 0.05,
and compared with a value in a table, in order to
determine significant differences between the levels
of the factors [13–15]. These were defined as follows:
factor engine was set equal to 15, each engine with 9
cylinders, and the working time was considered as 3
years (2015-2017)

2.3.4. Measuring instruments

A Digital Pressure Indicator Leutert, model DPI-2, was
utilized for measuring the injection pressure and com-
bustion chamber temperature which was accumulated
in each cylinder. This instrument enables determining
the pressure and temperature when entering. The DPI
system includes a sensor, to measure the injection pres-
sure in diesel engines. The data obtained was processed
and evaluated with the device software, version 3.24
for Windows®.

3. Results and discussion

In this section, the results obtained during the experi-
mentation are presented and discussed.

3.1. Temperature analysis in the combustion
chamber (cc) of the engines

Table 2 shows the measurements of combustion cham-
ber temperature, of the 15 engines under study. The
main factors, engines, working time and their combi-
nation, were highly significant with a probability of
95%, since the Anova p-values were smaller than the
0.05 limit.

These results indicate that there is a high vari-
ability in the energy delivery of the site, because the
work done by the engines is not efficient; this has an
influence on the capacity of delivering energy to the
national network. Another factor that has significant
influence is the working time of some engines, since
this depends on the electrical demand. The working
order and the amount of energy required, according to
the demand, are obtained from the generation plant.

The working order refers to the number of engines
and the operating percentage required to supply such
demand. This situation also generates a variability
in the working time of the set of engines, and thus
an inefficient management of the technology. Another
important aspect that has influence, is operating the
engines under what is considered as optimal (below
70% of the efficient generation capacity).

The Anova (Table 2) also indicated significant dif-
ferences in the interaction of the factors engines and
working time. Figure 1 shows the interaction working
time and engines as a function of the temperature in
the combustion chambers. There is no defined trend
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showing an increase in the temperature of the indi-
vidual engines during summer months (May to Octo-
ber), or a temperature decrease in the winter months
(November to April).

This fluctuation in the temperature values is due
to the maintenance carried out in each engine, and
the variation in the physical properties of the fuel, ac-
cording to the origin batch and the supplier [16]. This
last aspect is very important, since it changes physic-
ochemical parameters of the fuel, such as: viscosity,
density, calorific value, coal percentage, asphaltenes
and sediments, among others [17].

Table 3 shows a comparison of the mean values of
temperature in the combustion chambers and homoge-
neous groups, between the levels of the factors engine
and working time.

Figure 1. Interaction working time and engines as a func-
tion of temperature

Table 2. Anova Table for temperature of the combustion chambers

Source SSa GLb CMc F-Ratiod p-value
ICE 7,44.106 14 5,3. 105 24,66 0,0000e

Cylinder 3,92. 104 8 4906,88 0,23 0,9860
Working time 2,03.107 11 1,85.106 85,68 0,0000e

ICE*Cylinder 2,41. 105 112 2157,18 0,10 1,0000
ICE*Working time 1,06.107 154 6,9. 104 3,18 0,0000e

Cylinder*Working time 2,1. 104 88 238,64 0,01 1,0000
RESIDUES 6,18.107 2865 2,15. 104

TOTAL (CORRECTED) 1,0.108 3252
Note: aSS. Sum of squares, bDF. Degree of freedom, cMS. Mean squares, dF-ratio:
F-value for a probability 95 %, eSignificant for a probability 95 %

It can be seen that there is no uniform distribution
in the temperature observed in the 15 internal combus-
tion engines (ICE) of the generation facility, indicating
a wide range of average temperature which oscillates
between 109 and 302 ◦C. This range of values is below
the optimal value of 320 ◦C. On the other hand, it was
observed a trend of the average global temperature of
the ICEs to decrease in the months between November
and March, which correspond to the coldest months;
these results match the ones referred by [1, 10].

3.2. Analysis of the injection pressure in the
engines

Table 4 shows the analysis of variance for the injec-
tion pressure as a function of the factors previously
mentioned. The main factors ICE and working time
remained significant, indicating that there are differ-
ences in the injection pressure among the 15 engines.
This variability is mainly due to stops in the operation,
which can be related with maintenance, technical revi-
sion, damages; or simply because there is no increase

in demand, and some engines in the electrical plant
are put out of service. The factor working time is also
closely related to the variability of the injection pres-
sure, since as the working time of the engine increases
so does the wear of its components, and the feeding
system aggravates due to the variation in the quality
of the fuel [18].

No significant differences were detected among the
cylinders of the engines, indicating that the fuel in-
jection pressure within the combustion chamber is
constant.

It can be observed in Figure 2, that the average
values of global injection pressure of the generation
facility were almost constant in most of the months.
According to the working time, only a deviation was
observed in the months of April and May. Similarly,
the engines ICE1, ICE2 and ICE9 showed pressure
increases compared to the rest of the engines. These
increments may be caused by lack of relationship be-
tween the angle of the toothed bar, and the amount
of fuel entering and clogs in the nozzles or in the fuel
filters.
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Table 3. Comparison of mean values of temperature in the combustion chamber and between the levels of the factors
engine and working time

Engine Mean (◦C) Homogeneous Working Mean (◦C) Homogeneous
gropus time groups

ICE1 286,6±9,8 XXXX ENE 172,9±8,9 X
ICE2 297,9±9,9 XXX FEB 176,5±8,9 X
ICE3 296,8±9,9 XXX MAR 177,1±8,9 X
ICE4 258,0±9,9 XX ABR 369,0±8,9 X
ICE5 298,0±9,9 XXX MAY 337,9±8,9 XX
ICE6 261,7±9,9 XXX JUN 353,0±8,9 XX
ICE7 271,4±9,9 XXX JUL 266,6±8,9 X
ICE8 299,4±9,9 XX AGO 266,8±8,9 X
ICE9 302,6±9,9 X SEP 340,8±8,9 XX
ICE10 250,2±9,9 XX OCT 327,4±8,9 X
ICE11 239,6±9,9 X NOV 159,8±8,9 X
ICE12 262,2±9,9 XXX DIC 183,8±8,9 X
ICE13 271,9±9,9 XXXX
ICE14 109,9±9,9 X
ICE15 208,4±9,9 X

Table 4. Analysis of variance for injection pressure

Source SSa GLb CMc F-Ratiod p-value
Engine 32558,6 14 2325,6 2,19 0,0065e

Cylinder 5755,2 8 719,4 0,68 0,7119
Working 28061,5 11 2551,1 2,4 0,0058e
time

RESIDUES 2,06E+06 1943 1062
TOTAL

2,13E+06 1976(CORRECTED)
aSS. Sum of squares, bDF. Degrees of freedom, cMS. Mean squares,
dF-ratio: F-value for a probability 95 %, eSignificant for a probability
95 %.

Figure 2. Representation of the ranges of mean pressure per engine and working time.
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3.3. Analysis of failures by injection pressure
and temperature in the combustion cham-
ber

As observed in Figure 3a, the failures in 2015 were in-
fluenced by the high temperatures reached by the ICE
of the generation facility. The ICEs 15, 9, 11 and 8, in
that order, were the affected by the high temperatures.

This situation was due to various factors, which
affected the electric generation capacity of the facility;
among these factors, the working time and the fuel
quality should be highlighted. A similar behavior was
observed in 2016 (Figure 3b), where the failures due
to temperature were greater than the failures due to
injection pressure.

Nevertheless, a reduction in the number of failures
can be seen in 2017 (Figure 3c); only the ICE8 had
more failures, the remaining ICEs of the facility showed
smaller values.

Compared with the previous years, this was the
years of lowest incidence, demonstrating an improve-
ment in the operation and efficiency of the facility, due
to better knowledge and experience acquire by the op-
erators, as well as an enhancement in the maintenance
of the equipment.

It can be seen in Figure 4 that the number of fail-
ures was reduced in 2018, due to the effects of injection
pressure and temperature in the combustion chamber
in some ICEs of the facility. This is due to the better
management of technology during this period.

Therefore, there were no anomalies in the opera-
tion of the facility and energy delivery to the national
electrical network. However, failures were reported in
some ICEs, such as ICE2, ICE4, ICE8, ICE11, ICE13
and ICE15, with ICE2 and ICE13 having higher in-
cidence with 6 failures in this period. These results
indicate a better working efficiency of the generation
group.

However, although the number of failures was re-
duced, it should be sought to optimize the generation
of the facility, focusing in improving the efficiency of
the operating methods and the decisions of the Board
of Directors [19].

a)

b)

c)

Figure 3. Summary of failures due to pressure and tem-
perature a) 2015; b) 2016; c) 2017.

Figure 4. Summary of failures due to pressure and tem-
perature in 2018.

Figure 5 shows the total failures caused by injection
pressure and temperature in the combustion chamber,
in the period 2015-2017.

During 2015 (Figure 5a), the greatest number of
failures was due to high temperature (82 failures),
which is directly related with the governor index (55
failures). The «governor» gives the opening angle of the
toothed bar, i.e, the accelerator. A high index indicates
an increase in the acceleration of the engine, which
during a long working period causes high temperatures
and pressure in the cylinders [20–22]. A high governor
index in conjunction with an inadequate operation
of the injector, may cause high temperatures in the
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cylinders because it enables the control of the index of
the toothed bar and the fuel input [23]. When injectors
operator inefficiently, the fuel input to the cylinder
increases, and thus the temperature increases due to
excess of fuel in the combustion chamber [2]. This
phenomenon also generates black residual gases [24].

The third most detected failure were the fuel out-
lets (23 failures). This phenomenon is directly related
with a deficient sealing in the feeding system, due to
an inadequate maintenance and revision of the ICE.
However, in 2016 various failures observed in 2015 were
corrected (Figure 5b). No failures due to sealing were
detected in the feeding system, the number of failures
in the governor index was reduced 72%, but the num-
ber of failures due high temperatures remained large
(88 failures); the other indicators reported a range of
failures between 5 and 20. In 2017 (Figure 5c) the
number of failures due to high temperatures in the
cylinders was reduced (64 failures), but there was an
increase in the number of failures in the governor index
(44 failures) and low hermetism (7 failures).

Figure 6 shows the behavior of the ICEs in 2018.
The failures due to high temperatures exhibited the
highest incidence (21 failures), even though it was
observed a decreasing trend with respect to previous
years.

a)

b)

c)

Figure 5. Most significant failures caused by pressure and
temperature, and their effects on the ICEs 9H21/32: a)
2015; b) 2016; c) 2017.

Figure 6. Most significant failures caused by injection
pressure and temperature in the combustion chamber in
2018.

4. Conclusions

The analysis demonstrated that the injection pressure
and the temperature in the combustion chambers are
indicators that influence the occurrence of failures in
the 1.7 MW Hyundai ICEs.

The number of detected failures due to temperature
in the combustion chamber are significantly higher,
compared to the failures reported due to injection
pressure.

In general, such high temperatures are related with
a high governor index and a deficient operation of the
injectors.

The interaction of the factors ICE*working time
was statistically significant in the analysis of the tem-
perature in the combustion chamber, producing an
inefficient operation of the ICEs and the energy deliv-
ered by the facility.
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Abstract Resumen
Companies’ capacity to efficiently process a great
amount of data from a great variety of sources any-
where and anytime is essential for them to suc-
ceed. Data analysis becomes a key strategy for most
large organizations to get a competitive advantage.
Hence, new issues should be considered when massive
amounts of date are to be stored, because traditional
relational database are not capable to lodge them.
Such questions include aspects that range from the
capacity to distribute and escalate the physical stor-
age, to the possibility of using schemes or non-usual
types of data. The main objective of this research is to
evaluate the performance of the columnar databases
in data analysis., comparing them with relational
databases, to determine their efficiency using mea-
surements in different test scenarios. The present
study seeks to provide (scientific evidence) profession-
als interested in data analysis with a basic instrument
for their knowledge, to include comparative tables
with quantitative data that can support the conclu-
sions of this research. A methodology of applied type
and quantitative-comparative descriptive design is
used, as it is the one of the most appropriate to study
database efficiency characteristics. In the measure-
ment, the method of averages is used for a number
n of records, and it is supported in the Aqua Data
Studio tool that guarantees a high reliability, as a spe-
cialized software for the administration of databases.
Finally, it has been determined that the columnar
databases have a better performance in data analysis
environments.

En la actualidad para el éxito de las empresas es deci-
siva la capacidad de procesar de manera eficiente una
considerable cantidad de datos de una amplia gama
de fuentes en cualquier lugar y momento. El análisis
de datos se convierte en una estrategia clave para
la mayoría de las grandes organizaciones para lograr
una ventaja competitiva. Por tanto, surgen nuevas
cuestiones a ser tomadas en cuenta a la hora de alma-
cenar y consultar cantidades masivas de datos que, en
general, las bases de datos relacionales tradicionales
no pueden abarcar. Estas cuestiones incluyen desde la
capacidad de distribuir y escalar el procesamiento o el
almacenamiento físico, hasta la posibilidad de utilizar
esquemas o tipos de datos no usuales. El objetivo
principal de la investigación es evaluar el rendimiento
de las bases de datos columnares en analítica de
datos. Efectuar una comparación con bases de datos
de tipo relacional, para determinar su eficiencia, real-
izando mediciones en distintos escenarios de pruebas.
El presente estudio pretende proporcionar (evidencia
científica) un instrumento que facilite a los profesion-
ales interesados en la analítica de datos una base
para sus conocimientos, al incluir cuadros y tablas
comparativos con datos cuantitativos con los que se
pueda sustentar las conclusiones de esta investigación.
Se usa una metodología aplicada y de diseño descrip-
tivo cuantitativo-comparativo al ser el que mejor se
ajusta al estudio de características de eficiencia de
bases de datos. En la medición se usa el método de
promedios para n número de tomas y se soporta en
la herramienta Aqua Data Studio que garantiza una
alta confiabilidad al ser un programa especializado
para la administración de bases de datos. Finalmente,
se ha logrado determinar que las bases columnares
tienen un mejor rendimiento en ambientes de análisis
de datos.

Keywords: data analytics, columnar database, in
memory, NoSQL, performance.
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columnar, en memoria, NoSQL, rendimiento
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1. Introduction

Among the different data models, the relational one
has been dominating from the 80s, with database im-
plementations such as Oracle, MySQL and SQL Mi-
crosoft Servers, also known as Relational Database
Management Systems (RDBMS) [1].

As a consequence of the significant growth of In-
ternet in the last years and the appearance of the big
data phenomenon, new issues should be considered
when storing and accessing massive amounts of data
that, in general, traditional relational databases are
not able to cover. These issues include from the ca-
pacity to distribute and scale the processing or the
physical storage, up to the possibility of employing
non usual schemes or types of data [2].

The capacity of efficiently processing a great
amount of data from a wide variety of sources, at
any place and moment, is decisive for the success of
a company. Data analysis becomes a key strategy for
most organizations, to obtain a competitive advan-
tage. Therefore, during the last decade, the worldwide
focus on the management business has changed pro-
foundly [3].

In a scenario where the data tend to be more dif-
ferent, the rigid structure of relational systems makes
significantly difficult to model them. The performance
is limited by the vertical scaling, which does not allow
the distribution of the system load among multiple ma-
chines, together with the great number of concurrent
read and write requests and the own complexity of the
logic behind the operation of relational databases; all
these factors may lead to a efficiency loss regarding
the growth of the data.

As a consequence, it is difficult to respond with
low latency in the case of applications that simulta-
neously serve a large number of requests. Therefore,
redundant and easy to scale systems are necessary to
provide a service with high scalability and availability,
to manage large volumes of data and guarantee their
availability [4].

Prior to defining how the research will be carried
out, it is necessary to review some key concepts that
will be used in the present work.

SQL Database.- The concept of database systems
is not new in the society, their predecessors were the
file systems. As time has gone by, the database was
developed due to the requirement of storing a large
amount of information.

The relational model was defined in 1970, from
which the first relational databases were originated
organized as tables (constituted by rows and columns)
and with their own query language [5]. These systems
provide necessary characteristics in a transactional
environment, following the ACID model. The main
commercial success of the relational databases was the
SQL (Structured Query Language) language, designed

and installed at IBM Research, because it became its
standard language [6].

Big data.- The digital world is growing very fast,
and becomes more complex in terms of volume (ter-
abyte to petabyte), variety (structured, non-structured
and hybrid), speed (growing high speed) and nature.
This is known as the big data global phenomenon.

This is normally considered as a data collection
that has grown up to a point that it cannot be managed
nor exploited in an effective manner using traditional
data managing tools: for instance, relational database
managing systems (RDBMS) or traditional search en-
gines. To handle this problem, traditional RDBMS
are complemented by a collection of specially designed
alternative database managing systems (DBMS), such
as NoSQL [1].

1.1. Technological Platform

The corporate analytics, and related concepts, that
describe the analysis of commercial data for decision
making, have received wide attention both by the aca-
demic and corporate community. The appearance of
database systems in memory, has been promoted even
more by means of improved data managing procedures
and multicore hardware architectures that recently
have become available [7].

1.1.1. Architecture

In recent years, some of the most important devel-
opments in computing technology are the multicore
CPU and the increase in memory capacity based on
a 64-bit architecture, which easily supports directly
addressable space in terabytes. The multicore archi-
tecture enables the parallel massive processing of the
database operations, and since all relevant data are
permanently stored in the memory, the processing is
carried out at the greatest possible speed.

The read operations are completely independent of
any access to devices of slower disk storage. On the
other hand, the write operations also take place in the
memory, but should also be registered in a non-volatile
storage to guarantee persistence of the data [8].

1.1.2. In-memory technology

Has been promoted by the need of processing large vol-
umes of data in a very fast manner, and fundamentally
by the progress in the processors and the increment
in memory capacity based on the 64-bit architecture.
This has enabled the parallel massive processing of
the database operations, lodging all relevant data in
memory [9].

The performance requirement in the Information
Technology (IT) domain combined with the advan-
tages of in-memory computing, are important factors
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that have influenced the appearence of in-memory
databases (IMDB) [10].

1.2. In-memory database

The IMDB constitute a database management system
designed for a high performance, with the condition
that the existent memory is enough to lodge the nec-
essary data. They possess a technique of columnar
storage, which enables the access to the data at high
speeds and with real-time analytical capabilities. In
comparison with Cloud Computing, the advantage for
the user is immediately understandable, since it comes
from a rapid analysis of big data volumes [3].

1.3. NoSQL databases

The development community desires a flexible database
that easily adapts to the new types of data, and is
not interrupted by changes in the structure of the con-
tent. Unfortunately, the rigid approach defined and
based on the scheme utilized by relational databases,
makes impossible to rapidly incorporate new types of
data. NoSQL provides a data model that better adapts
to these needs, since it does not require any type of
scheme with fixed tables, as opposed to the traditional
model.

In general NoSQL scales horizontally, and prevents
the main joining operations in the data. The NoSQL
database covers a swarm of multiple databases, each
with a different model of data storage [11]. Its popular-
ity has increased due to the need of fast processing in
large volumes of data, taking advantage of its highly
scalable architecture, flexible data structure (free of
schemes), reduced latency and high performance [12].
They can be divided in four categories according to
different optimizations:

1.3.1. Key-value database

A key-value storage consists of a set of pairs where one
part represents the key, and the other the values, such
as text chains or lists, and more complex sets. The
data queries are made using keys, not values [13]

1.3.2. Documentary or document-based
databases

They are designed to store data from documents that
use different formats such as JSON; MongoDB and
CouchDB can be mentioned among these databases
[14].

1.3.3. Graphic or graph-based databases

These databases store the information as nodes of
a graph, and the relations as the edges. They are
extensively utilized in recommendation systems and

content management, among others. Among these,
Neo4J, GraphBase and Infinite Graph are employed
most frequently [14].

1.4. Column oriented databases

In the columnar format, all the values of an attribute
of the table are stored as a vector using multiple mem-
ory blocks, and all the vectors of attributes of a table
are stored sequentially. Organizing the values as a
vector of attributes enables an easier understanding
of the data, and also a high scanning and filtering
speed. This results in significant sequential processing,
where the columnar format has an enormous advan-
tage compared with the traditional row-oriented disk
database. In conjunction with the option of parallel
processing, a very high speed can be reached for fil-
tering or any type of aggregation (which constitutes
some of main loads in analytical processing). In fact,
the speed is so high, that the idea of pre-aggregation
of the transactional data, which was the foundation of
information systems in previous decades, can be set
aside. Besides, additional indices for faster access to
the data are not required [8]. A scheme of row and col-
umn operations can be observed in Figure 1. Some of
the most remarkable functional characteristics include:
high compression, implementation, direct operation on
compressed data, iteration per block and efficiency of
Join operators, among others.

Figura 1. Row and column operations on a data design
with rows and columns [8].

1.5. Brewer’s Theorem

Since the size of the data grew significantly, it was
necessary to find more scalable solutions tan the
ACID (Atomicity, Consistency, Isolation and Dura-
bility) databases existent so far. As a result, new
principles were developed, summarized in the BASE
(Basic Availability, Soft-state, Eventual Consistency)
paradigm [15].

The ACID properties are centered in the consis-
tency, and are a traditional approach of the databases.
Brewer and his team created BASE at the end of the
1990s, to capture the emergent design approaches for
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high availability. Modern systems, including the Cloud,
use a combination of both approaches, traditional and
emergent [16].

The objective of Brewer’s theorem was to justify
the need to explore a broader design space; hence
its formulation. The designers and researchers have
utilized Brewer’s theorem, as a reason to explore a
broad variety on novel distributed systems. It has also
been applied by the NoSQL movement, as an argu-
ment against traditional databases. In a sense, in the
NoSQL movement it is about creating options that
first focus in availability and then in consistency; the
databases that adhere to the ACID properties do the
opposite [16].

According to this theorem, it is impossible to si-
multaneously guarantee the three characteristics when
working with distributed systems. Only two of the
three features are possible, it is necessary to resign
or even partially sacrifice one feature to obtain the
others [17].

Figura 2. Brewer’s theorem [18].

• Consistency (C) is equivalent to have a unique
updated copy of the data.

• High availability (A) of these data (for updated).

• Tolerance to partitions of the network (P).

A popular way to characterize NoSQL has been
to examine its approach to meet Brewer’s theorem
of coherence, availability and tolerance to partitions
(CAP). Most of the NoSQL systems has been designed
to sacrifice consistency in exchange of a high availabil-
ity in a partitioned environment [19]. Figure 2 presents
a view of the theorem, in relation to some example
databases.

The option of resigning to the tolerance to parti-
tion is not feasible in real environments, since there
are always partitions in the network. Therefore, in can

be deducted that the decision is between availability
and consistency, which can be represented as ACID
(consistency) and BASE (availability). Nevertheless,
Brewer acknowledged that the decision is not binary.
All the intermediate spectrum is useful; in general,
mixing different levels of availability and consistency
yields a better result [15]. The current objective of the
theorem should be maximizing combinations of consis-
tency and availability that make sense for a specific
application [16].

2. Materials and methods

This work conducts an applied research, with the objec-
tive that the final results are utilized in solving corpo-
rate problems. The design is descriptive quantitative-
comparative, since it aims at specifying what types of
databases have a better performance, by measuring
and studying their characteristics. The instruments
used in the study include standardized tests to compare
two groups of databases: columnar and relational.

The procedure that will be utilized comprises the
following steps: i) determine the sample, in which
the database engines under study are chosen, through
a non-probabilistic sampling by criterion, ii) selec-
tion/creation of the data set, iii) design of the test
scenario, to establish how tests are carried out, which
queries will be executed, the number of measurements
that will be conducted, among others; the hardware
and software infrastructure that will be used is also
specified, iv) data loading, where all the databases
determined in the sample are loaded, v) measurement,
which are carried out using the method of averages and
with a specialized tool; similarly, results are registered
in all defined scenarios, vi) analysis of results, where
the results are interpreted by means of graphs and
tables.

2.1. Determining the sample

Before choosing the sample, it was established that
the population is constituted by all columnar and re-
lational databases existing up to the present research
work. A non-probabilistic sampling by criterion was
used for the selection, which is the best type of non-
probabilistic sampling. The inclusion and exclusion
criteria for delimiting the population are:

• Open source databases (without license).

• Experience of the researchers.

The SQL databases evaluated in this paper are
PostgreSQL and MySQL. In comparison with similar
databases, they are included in the quadrant among
the best open source relational databases [20].

Under the same criteria, the NoSQL databases eval-
uated are: MongoDB, Cassandra, MonetDB. These
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alternatives were chosen for being open source and of
massive utilization; as can be observed in the Ranking
of columnar databases [21], they are pioneers among
their peers due to characteristics such as scalability,
fault tolerance and columnar storage in conjunction
with memory storage.

Another factor that was taken into account is that
they can interpret the SQL syntax, which reduces
the impact of switching to a NoSQL environment. Al-
though it is not a columnar database, MongoDB is
a type of NoSQL database specifically documentary.
It was chosen to compare columnar databases, not
only with SQL databases, but also with other types of
NoSQL databases, documentary in this case. Addition-
ally, MongoDB also employs in-memory technology.

Therefore, the final sample will contain the
databases in Table 1, which also shows the family
of databases that it belongs to, and the version that
will be used in this research.

Tabla 1. Details of databases

Name Type Versionde datos
MySQL Relacional – SQL 8.1.0

PostgreSQL Relacional – SQL 9.6.2
Cassandra Columnar – NoSQL 3.1.0
MonetDB Columnar – NoSQL 11.29.3
MongoDB Documental – NoSQL 3.6.5

2.2. Selection / creation of the data set

An existing set of databases obtained from a public
source [22], was chosen to evaluate and compare the
performance of the databases. This corresponds to the
sales of a large commercial corporation, considering the
invoices in the period 2015-2016. The file has a total
number of 125,000,000 (125 million) records. The data
is stored in CSV files for an easy and uniform access.
Table 2 includes a description of the fields contained
in the file.

Tabla 2. Description of the fields

Field Type Description
Id INT Unique identifier

Date DATE Product registration date
Store_nbr INT Store identifier
Item_nbr INT Product identifier

Number of units sold, it is an
Unit_sales DECIMAL integer number, a negative

value represents a return

Onpromotion BOOLEAN
Indicates if the item was on a promotion

for a specific date and store

2.3. Design of the test scenario

The tests with incremental loading of the data will be
executed first, i.e., the main data file that contains 125
million records will be divided in the following way:
one million, ten million, twenty-five million and fifty
million records. The resulting four files will constitute
for different scenarios; these four files contain the same
number of columns and types of data. The queries to all
databases will be executed in these four scenarios. In
this way, the performance of the relational databases
is tested against the columnar databases in similar
scenarios. The specification of the test scenarios are
detailed in Table 3.

2.4. Design of queries

Three types of query will be executed in the four sce-
narios already defined.

i. First query (key-value): this type of query re-
turns a single register of all data set, which will
be searched for in the database by means of a
key (id). Example:

SELECT id, item_nbr, store_nbr, date

FROM train

WHERE id = 500023352;

ii. Second query (clause where – data set): the fol-
lowing is considered for its design: the resulting
set of data should return at least one third or
more of the total of data in each scenario. As
can be seen in Table 4, the date changes in each
query to return approximately 30% of the total
of data.

iii. Third query (aggregation function): it will use
the aggregation function SUM() to calculate the
total sales of a particular store.

SELECT SUM (unit_sales)

FROM train

WHERE store_nbr = ‘12’
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Tabla 3. Specifications of the scenarios

Specification Scenario 1 Scenario 2 Scenario 3 Scenario 4
Data size 1 000 000 10 000 000 25 000 000 50 000 000
Variable Execution time (ms)

Description

Three types of queries will be executed:
· Key – value
· Data set
· Agregation function

Query Queries to a table for relational and columnar databases
policies databases

Tabla 4. Query (set of data) for the four scenarios

Scenarios Consult Returned data

1.st scenario (1 million)
SELECT id, item_nbr, store_nbr, date FROM

388 964train1m WHERE date >= ’2015-07-05’;

2.nd scenario (10 millions) SELECT id, item_nbr, store_nbr, date FROM 3 392 156train10m WHERE date >= ’2015-09-15’;

3.rd scenario (25 millions) SELECT id, item_nbr, store_nbr, date FROM 8 637 780train25m WHERE date >= ’2015-12-31’;

4.th scenario (40 millions)
SELECT id, item_nbr, store_nbr, date FROM

16 907 734train50m WHERE date >= ’2016-06-25’;

2.5. Test environment

The tests were carried out in a single machine with
the characteristics described in Table 5.

Tabla 5. Characteristics of the test environment

Software / Hardware Description
Operating sistema Ubuntu 14.04 (64-bits)
RAM Memory 16 GB

Processor AMD Radeon R7, 12 compute Cores
4C + 8G – 3,70 GHz

Hard disk 1 Terabyte

2.6. Measurement

The respective queries were executed in each scenario,
to register the response times of each database. Aqua
Data Studio, a graphical tool for tasks of administra-
tion, design and query in different databases, was used
here with the objective that measurements are more
reliable and human errors are avoided.

Measurement in the first scenario – 1 million of
records (Tables 6, 7, 8).

Tabla 6. First query (key-value)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 2 1 2 3 2 2
POSTGRESQL SQL 10 10 8 9 8 9
MONGODB NoSQL 2 3 3 2 4 2,8
MONETDB NoSQL 5 3 3 4 5 4

CASSANDRA NoSQL 4 3 3 4 3 3,4

Tabla 7. Second query (data set)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 515 594 547 484 516 531,2
POSTGRESQL SQL 462 468 460 497 453 468
MONGODB NoSQL 130 124 114 110 189 133,4
MONETDB NoSQL 191 184 190 189 211 193

CASSANDRA NoSQL 3 12 11 8 13 9,4

Tabla 8. Third query (aggregation)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 359 344 360 343 359 353
POSTGRESQL SQL 155 156 158 155 153 155,4
MONGODB NoSQL 72 64 70 88 68 72,4
MONETDB NoSQL 83 96 81 84 84 85,6

CASSANDRA NoSQL 69 72 61 49 62 62,6
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Measurement in the second scenario – 10 million
of records (Tables 9, 10, 11).

Tabla 9. First query (key-value)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 4 1 2 2 3 2,4
POSTGRESQL SQL 9 10 11 10 11 10,2
MONGODB NoSQL 4 2 2 3 4 3
MONETDB NoSQL 5 4 4 5 5 4,6

CASSANDRA NoSQL 5 5 4 6 5 5

Tabla 10. Second query (data set)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 6375 6141 6469 6672 6453 6422
POSTGRESQL SQL 4960 5739 4720 4119 5420 4991,6
MONGODB NoSQL 249 255 246 262 245 251,4
MONETDB NoSQL 267 287 248 235 305 268,4

CASSANDRA NoSQL 15 35 16 14 22 20,4

Tabla 11. Third query (aggregation function)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 4984 3437 3547 3469 3485 3784,4
POSTGRESQL SQL 1447 1411 1551 1489 1527 1485
MONGODB NoSQL 632 588 590 596 628 606,8
MONETDB NoSQL 716 724 704 705 694 708,6

CASSANDRA NoSQL 523 538 525 521 518 525

Medición del tercer escenario – 25 millones de reg-
istros (Tablas 12, 13, 14).

Tabla 12. First query (key-value)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 3 2 3 4 2 2,8
POSTGRESQL SQL 11 14 12 12 14 12,6
MONGODB NoSQL 2 3 2 4 3 2,8
MONETDB NoSQL 6 6 5 4 4 5

CASSANDRA NoSQL 6 4 6 4 4 4,8

Tabla 13. Second query (data set)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 14500 14750 14593 14641 16125 14921,8
POSTGRESQL SQL 12604 12870 12121 11930 11883 12281,6
MONGODB NoSQL 147 130 153 131 124 137
MONETDB NoSQL 406 404 419 397 413 407,8

CASSANDRA NoSQL 17 8 13 13 22 14,6

Tabla 14. Third query (aggregation function)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 10781 10937 10579 9204 9078 10115,8
POSTGRESQL SQL 4660 3778 4846 4109 3709 4220,4
MONGODB NoSQL 1488 1765 1776 1487 1454 1594
MONETDB NoSQL 1818 2513 1823 1799 1788 1948,2

CASSANDRA NoSQL 1855 1715 1936 1962 2017 1897

Medición del cuarto escenario – 50 millones de
registros (Tablas 15, 16, 17).

Tabla 15. First query (key-value)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 3 3 5 2 3 3,2
POSTGRESQL SQL 12 13 15 12 13 13
MONGODB NoSQL 4 3 2 2 3 2,8
MONETDB NoSQL 5 4 4 4 4 4,2

CASSANDRA NoSQL 7 4 11 6 9 7,4

Tabla 16. Second query (data set)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 28625 28829 29891 29828 29953 29425,2
POSTGRESQL SQL 24369 24709 26570 25182 26190 25404
MONGODB NoSQL 295 298 292 293 296 294,8
MONETDB NoSQL 779 718 654 656 767 714,8

CASSANDRA NoSQL 19 8 11 25 14 15,4

Tabla 17. Third query (aggregation function)

Time in (ms)

Average
Type of
data M1 M2 M3 M4 M5
base

MySQL SQL 21172 21266 21125 20641 20562 20953,2
POSTGRESQL SQL 7930 8110 9876 8504 8179 8519,8
MONGODB NoSQL 3196 3337 3446 2978 3667 3324,8
MONETDB NoSQL 3791 4058 3745 3629 4424 3929,4

CASSANDRA NoSQL 2989 3212 3015 3172 2905 3058,6

3. Results and discussion

The measurement results are analyzed in two sections,
by scenario and by query.

3.1. Results by scenario

The average times, in milliseconds, resulting from the
execution of the three queries in the four scenarios
(with 1, 10, 25 and 50 million records) are presented
and analyzed.
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3.1.1. First scenario – 1 million records

Table 18 shows the results obtained, in milliseconds,
during the execution of the three queries with a total
of 1 million records.

Tabla 18. Results 1 million records

First scenario
Time in (ms)
C1 C2 C3

key-value data set agregation
MySQL 2 531,2 353

PostgreSQL 9 468 155,4
MongoDB 2,8 133,4 72,4
MonetDB 4 193 85,6
Cassandra 3,4 9,4 62,6

Figura 3. Results 1 million records

Figure 3 shows that for the first query of type key-
value, no changes are observed in the execution times
among the compared databases. In the second query,
in which a where clause that returns a data set is
used, variations can be seen between the performance
of the databases, with MySQL exhibiting the worst
time of response with 531.2 milliseconds, followed by
PostgreSQL, compared with the columnar database
Cassandra that has a time of response of 9.4 millisec-
onds, which is 56.51 times more efficient than MySQL.
When employing the SUM aggregation function in the
third query, it is observed that the best times of re-
sponses are obtained with Cassandra, MonetDB and
MongoDB; Cassandra is the most efficient with 62.6
milliseconds, which is 5.64 times more efficient than
MySQL, that has a time of 353 milliseconds.

3.1.2. Second scenario – 10 million of records

Table 19 shows the results obtained, in milliseconds,
during the execution of the three queries with a total
of 10 million records.

Tabla 19. Results 10 million records

Second scenario
Time in (ms)
C1 C2 C3

key-value data set agregation
MySQL 2,4 6422 3784,4

PostgreSQL 10,2 4991,6 1485
MongoDB 3 251,4 606,8
MonetDB 4,6 268,4 708,6
Cassandra 5 20,4 525

Figure 4 shows a significant difference in the times
of response corresponding to the second and third
queries, of the columnar databases compared to the
relational databases; however, for the first query the
times of response in the two types of database keep
being regular, without variations. The databases Mon-
goDB, MonetDB and Cassandra had similar times. In
the second query, MySQL exhibited the lowest per-
formance with 6422 milliseconds, almost similar to
Postgres, compared to Cassandra with a time of 20.4
milliseconds, 314.8 times more efficient than MySQL.
In the third query, MySQL again showed the highest
time with 3784 milliseconds, compared to the 525 mil-
liseconds obtained with Cassandra; hence, the colum-
nar database was 7.21 times more efficient.

Figura 4. Results 10 million records

3.1.3. Third scenario – 25 million records

Table 20 shows the results obtained, in milliseconds,
during the execution of the three queries with a total
of 25 million records.

In the results corresponding to the third scenario,
which are shown in Figure 5, the times of response
for the first query remain similar in all databases.
For queries 2 and 3, a good performance is attained
for databases MongoDB, MonetDB and Cassandra.
Among the column oriented type databases, Cassan-
dra exhibited a time of response similar to MonetDB
in queries 2 and 3. In the second query, MySQL exhib-
ited the worst performance with 14921.8 milliseconds,
which is 1000 times greater compared to the colum-
nar database Cassandra, which had 14.6 milliseconds.
Similarly, in the third query MySQL showed a time of
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10115.8 milliseconds, which is 5.38 times slower than
the 1879 milliseconds corresponding to Cassandra.

Tabla 20. Results 25 million records

Third scenario
Time in (ms)
C1 C2 C3

key-value data set agregation
MySQL 2,8 14921,8 10115,8

PostgreSQL 12,6 12281,6 4220,4
MongoDB 2,8 137 1594
MonetDB 5 407,8 1948,2
Cassandra 4,8 14,6 1897

Figura 5. Results 25 million records

3.1.4. Fourth scenario – 50 million records.

Table 21 shows the results obtained, in milliseconds,
during the execution of the three queries with a total
of 50 million records.

Tabla 21. Results 50 million records

Fourth scenario
Time in (ms)
C1 C2 C3

key-value data set agregation
MySQL 3,2 29425,2 20953,2

PostgreSQL 13 25404 8519,8
MongoDB 2,8 294,8 3324,8
MonetDB 4,2 714,8 3929,4
Cassandra 7,4 15,4 3058,6

Figure 6 of the fourth scenario shows that the first
query remains without variations, in the time of re-
sponse in all databases. For queries 2 and 3 it can
be observed that the databases with the worst perfor-
mance are MySQL followed by PostgreSQL. MySQL
is 46.1 times slower than MonetDB, while the Post-
greSQL responded slightly better in the third query
being only 2.7 times slower than Cassandra. The latter
is the leader in efficiency, being 46 times faster than
its counterpart MonetDB in the second query.

Figura 6. Results 50 million records

3.2. Results by query

The resulting average times, in milliseconds, grouped
by query in all scenarios are presented and analyzed.

3.2.1. First query – key-value

Table 22 shows the results obtained, in milliseconds,
during the execution of the first query (key-value) in
all scenarios.

Tabla 22. Results first query

First query – key-value
# records

Database 1 MM 10 MM 25 MM 50 MM
MySQL 2 2,4 2,8 3,2

PostgreSQL 9 10,2 12,6 13
MongoDB 2,8 3 2,8 2,8
MonetDB 4 4,6 5 4,2
Cassandra 3,4 5 4,8 7,4

It can be observed in Figure 7, that the times of re-
sponse for the first query are very similar and efficient
for all databases. For both MySQL and PostgreSQL,
the times of response do not vary significantly as the
volume of data grows; the same occurs with the times
of response of Cassandra, MongoDB and MonetDB,
which remain without notable changes. None of these
databases delays more than one second in carrying out
this query.

Figura 7. Results first query
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3.2.2. Second query – data set

Table 23 shows the results obtained, in milliseconds,
during the execution of the second query (data set) in
all scenarios.

Tabla 23. Results second query

Second query – data set
# records

Database 1 MM 10 MM 25 MM 50 MM
PostgreSQL 468 4991,6 12281,6 25404
MySQL 531,2 6422 14921,8 29425,2

MongoDB 133,4 251,4 137 294,8
MonetDB 193 268,4 407,8 714,8
Cassandra 9,4 20,4 14,6 15,4

When the second query is executed, a clause where
is utilized that returns 30% of all the data. A clear
difference in the times of response can be observed in
Figure 8 as the number of records increase, between the
relational and columnar databases. With 1 MM data,
the time of response of MySQL was 531 milliseconds,
but with 50 MM data its time of response significantly
increased to 29425 milliseconds; the case of PostgreSQL
was similar. On the other hand, columnar databases
maintain an average time which is independent of the
volume of data. For instance, with 1 MM records Cas-
sandra had an execution time of 9.4 milliseconds, while
for 50 MM records such time was 15.4 milliseconds.

Figura 8. Results second query

3.3. Third query – aggregation function sum
()

Table 24 shows the results obtained, in milliseconds,
during the execution of the third query (aggregation
function) in all scenarios

Tabla 24. Results third query

Third query – aggregation function (SUM)
# records

Database 1 MM 10 MM 25 MM 50 MM
MySQL 353 3784,4 10115,8 20953,2

PostgreSQL 155,4 1485 4220,4 8519,8
MongoDB 72,4 606,8 1594 3324,8
MonetDB 85,6 708,6 1948,2 3929,4
Cassandra 62,6 525 1897 3058,6

Analyzing Figure 9for 1 and 10 million records, the
variations on the times of response in all databases do
not exhibit a significant difference, as opposed to the
cases when the volume of data increases to 25 and 50
million, for which there is a considerable variation in
the time of response between the relational and colum-
nar databases; when the query is executed with 50
million records, the time of response for PostgreSQL
is 20953 milliseconds and for MongoDB 3324 millisec-
onds. As the number of records increases, the difference
in performance between MongoDB and PostgreSQL
becomes evident. The times of response of Cassandra,
MonetDB and MongoDB is slightly affected as the
volume of data increases.

Figura 9. Results third query

Based on the results obtained and the specific char-
acteristics of each database, it was found that for the
relational databases MySQL and Postgres there is a
directly proportional relationship between volume of
data and time, i.e. as the volume of data increases,
the time of query increases in a larger proportion. In
contrast, for the columnar databases Cassandra and
MonetDB, an increase in the volume of data has a
smaller impact in the times of response.

The columnar databases exhibit a better perfor-
mance since they incorporate the in-memory technol-
ogy (in the RAM memory) for data storage and re-
covery, which enables a smaller execution time of the
queries, as opposed to the relational databases where
the performance is affected by the fact that the records
should be read from disc, which is much slower com-
pared to the RAM memory.

4. Conclusions

At the end of the present research the stated objectives
have been attained, and thus it is concluded that the
performance of a columnar database is optimal in data
analysis environments.

For the MySQL and Postgres databases, the rela-
tionship between volume of data and time is direct
and incrementally proportional; on the contrary, in the
databases Cassandra and MonetDB that belong to the
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columnar family, the times of execution do not show
notable variations as the volume of data increases.

All the databases compared had the same efficiency
in the execution of the first query of type key-value;
due to the presence of the primary key, all databases
exhibited similar execution times, thus for this query
both types of databases have an optimal performance.
On the contrary, for the second (data set) and third
(aggregation function) queries the difference in the
times of execution is rather evident. The superior per-
formance of the columnar databases, which improved
the efficiency up to 7.21 and 1900 times in the sec-
ond and third queries, respectively, is because they
highly occupy the volatile memory for data storage
and recovery, which enables a smaller execution time
of the queries, as opposed to the relational databases
for which the performance is not the best, due to the
fact that registers should be read from disc, which is
much slower than the volatile memory.

The type of columnar databases and, in general,
the NoSQL paradigm is adequate for tackling the cur-
rent big data problem, which refers to the management
of large amounts of data. It is therefore recommended
to first analyze the business logic, use case and infras-
tructure, to verify what type of database is the most
appropriate for solving problems of interest; regarding
this, other existing types of NoSQL databases may be
evaluated.

Data analysis requires databases capable of effec-
tively storing and processing large amounts of data,
and demands high performance when reading and writ-
ing; hence, traditional relational databases are not the
most adequate solution. Columnar databases arise as
a solution that fulfill performance expectations in this
field.

The SQL and NoSQL databases provide different
features, and one cannot replace the other. If the sys-
tem is not flexible in terms of consistency, the rela-
tional database administration system is the correct
option. If the system can resign to consistency up to a
certain point, the NoSQL databases may be the best
option to provide more availability, scalability and high
performance.

Therefore, depending on the stated objective, a hy-
brid model, which combines both the SQL and NoSQL
technologies, may be the choice in mind; if it is neces-
sary to maintain greater consistency, a relational way
of storage may be implemented, while for immediate or
recurrent queries, columnar databases would be used.

A future work may consider carrying out the same
study, but in a distributed and parallel environment, to
contrast and verify the results obtained in this research.
There is also the possibility of continuing this study
in more depth regarding issues such as configuration
and carrying out queries, to take better advantage of
these tools. Another future research line would focus
in a detailed analysis of writing in columnar databases,

with respect to relational databases.
This work summarizes the most important elements

and considerations that were totally developed in the-
sis [23].
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Abstract Resumen
The hospital infrastructure failures have an ines-
timable impact because they put human lives at stake.
Therefore, potential risks contributing to the failure of
medical equipment and hospital infrastructure must
be identified, reduced or eliminated. The maintenance
and its management constitute a tool that ensures
the equipment performance. The aim of this work was
to obtain quantitative data of the maintenance man-
agement at the hospitals of Zone 3 of the Ecuadorian
Social Security system. The methodology consists of
five phases: selection of assessment criteria, weighting
of criteria, development of the assessment instrument,
validation of the instrument by applying it to the four
hospitals of Zone 3 in Ecuador and, at last, identifica-
tion of low-performing aspects. Results demonstrate
that the maintenance management of the hospitals
in Zone 3 reached a quantitative average value of
55.5/100 points.

Los fallos en la infraestructura hospitalaria tienen
consecuencias inestimables debido a que involucra la
vida humana, por lo que los riesgos potenciales que
contribuyen al fallo de equipos médicos e infraestruc-
tura hospitalaria, tienen que ser identificados, reduci-
dos o eliminados; para ello el mantenimiento y su
gestión es una herramienta que se enfoca en asegurar
el funcionamiento de un equipo. El propósito de este
trabajo fue el obtener una valoración cuantitativa de
la gestión del mantenimiento en los hospitales del
Instituto Ecuatoriano de Seguridad Social de la Zona
3 del Ecuador. La metodología empleada consta de
cinco fases, empezando por la selección de criterios
de evaluación, ponderación de criterios, desarrollo del
instrumento de evaluación, la validación del instru-
mento aplicándolo a cuatro hospitales de la Zona 3
del Ecuador; finalmente, la identificación de aspectos
con bajo desempeño. Los resultados muestran que la
gestión de mantenimiento de los hospitales de la Zona
3, alcanzaron una valoración cuantitativa promedio
de 55,5/100 puntos.
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There are structural deficiencies that compromise the
achievement of the maintenance department goals in
three hospitals, yet there are viable processes that
can be implemented to overcome such deficiencies
and increase the level of fulfillment of requirements.
It is concluded that the planning, programming and
control of maintenance is the criterion with more
potential to be improved.

En tres hospitales se evidencian debilidades estruc-
turales que comprometen el logro de los objetivos del
departamento de mantenimiento, pero existen proce-
sos viables que pueden ser implantados para superar
las deficiencias e incrementar el nivel de cumplimiento
de las exigencias. Se concluye que la planificación, pro-
gramación y control del mantenimiento es el criterio
con más potencial para mejorar.

Keywords: hospital maintenance, maintenance man-
agement, analytic hierarchy process, maintenance as-
sessment, public health system.

Palabras clave: mantenimiento hospitalario, gestión
del mantenimiento, proceso analítico jerárquico,
evaluación del mantenimiento, sistema de salud
público.
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1. Introduction

A high performance of the machines is requested in the
industrial area, to avoid economic losses; nevertheless,
failures in the infrastructure of hospitals may cause
inestimable consequences, because it involves human
life. A hospital is a complex structure constituted by
medical and industrial equipment, and a multiform
infrastructure that supports the provision of health
services, which due to its importance requires that med-
ical equipment do not present unexpected failures in
their operation, that infrastructure provides a health-
ful and safe environment as an indispensable resource
for doctors to ensure a good attention to patients, that
correct diagnostics are generated, and even that the
life of such patients is safeguarded.

This indicates that the potential risks that con-
tribute to the failure of medical and industrial equip-
ment and infrastructure, have to be identified and
reduced, or as far as possible eliminated [1]. For that
matter, the corresponding department has the mainte-
nance and its management as a tool, that essentially
focus in assuring the operation of equipment [2], either
medical or industrial. According to Gonnelli et al. [3],
the maintenance is an essential part of the life cycle
of a medical equipment; however, the importance of
the maintenance for the medical technology is not so
known, and is only considered as a support activity [4].

In Ecuador, the health system is mainly consti-
tuted by public and private establishments [5]. The
public system has more institutions (81.5 %) [6], and
the Ecuadorian Institute of Social Security (EISS),
that serves its affiliate population from 1970, is one of
its constituting institutions. A ruling principle of the
Ecuadorian social security system, is that it will work
based on sustainability, efficiency, speed and trans-
parence criteria [7]. According to the law of social
security, efficiency should be understood as «the best
economic utilization of the contributions and the other
resources of the obligatory general insurance, to guar-
antee the timely delivery of enough provisions to its
beneficiaries» [8]. Nevertheless, the economic problems
faced by this institution for many years become evident
in the type of attention provided to its users; the action
in health attention is critic and inefficient, according to
the president of the Directing Council of the EISS [9].
In addition, there are administrative problems with
the hospital infrastructure due to lack of maintenance;
in November 2018, the authorities of the EISS hospi-
tal in Cotopaxi expressed that the surgeries would be
suspended because the sterilization equipment were
not available due to lack of maintenance [10].

The availability of specialized medical equipment
plays a fundamental role in the provision of health ser-
vices; improving the maintenance of medical equipment
in terms of effectiveness, reliability and availability, ul-
timately means improving the security of the patient

and the user [3]]. According to a research carried out
by Mwanza and Mbohwa, the main problems detected
in a hospital related to maintenance, are the high un-
availability of equipment and the no execution of the
equipment maintenance according to the program es-
tablished [11]. Since the quality of maintenance is key
for providing a good medical attention to patients [12],
it is necessary to evaluate its performance.

Gonnelli et al. [3] and Orozco et al. [13] indicated
that measuring the performance of maintenance is
a multidisciplinary process, and it is considered im-
portant for an organization because it is a tool that
enables managerial decision making in a timely man-
ner. Its objective tends to be misinterpreted, and the
purpose is not judging the responsible people or ques-
tioning the results of their work, much less to sanction
them, but identifying those aspects susceptible of being
optimized [14], justify the investment made in mainte-
nance [15] and avoiding that economic resources are
wasted due to a deficient or inefficient maintenance [4].
The systematic evaluation enables assessing the perfor-
mance of an organization of any area, and proposing
the organizational and managerial changes to improve
the system. Whether the results of the evaluation are
negative or positive, the proposed strategies should
aim to continuously improve, for the organization to
operate successfully.

From 2014, an international accreditation process
known as «Accreditation Canada International» (ACI)
is conducted in Ecuador. Forty four public hospitals
were evaluated [16], with the purpose of obtaining a
certification that endorses the fulfillment of quality
standards, and improve the attention in the differ-
ent health centers. Among the hospitals evaluated
according to organizational practices required by ACI,
the hospital from Pastaza exhibits the lowest perfor-
mance [17]. This hospital belongs to the planning zone
3 of Ecuador, constituted by the Cotopaxi, Tungu-
rahua, Chimborazo and Pastaza provinces [18]. It is
known that twenty one EISS hospitals have been evalu-
ated by ACI up to 2018 [17], organism that employs an
instrument to assess some aspects of hospitals mainte-
nance management [19]. This is considered as positive,
because the maintenance and its management consti-
tute a tool that enables reaching the organizational
objectives, and provide an essential contribution to the
operating security of an element [2, 20], in this case
hospital equipment and all infrastructure required for
the appropriate functioning of a hospital.

In order to elaborate the evaluation instrument,
it is necessary to determine a structure of evaluation
criteria that enables to effectively assess the perfor-
mance. That is a requirement used as a reference to
compare the evidence found, while an evidence is the
information that enables verifying and endorsing the
fulfillment of a criterion [21]. In some cases, it has been
found that it is required to breakdown the evaluation
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criteria in sub-criteria [22,23]; these constitute rules to
assess the fulfillment of the demands [24] established in
the evaluation instrument, and contribute to assessing
a criterion.

During the evaluation of the maintenance manage-
ment of a hospital, the functional areas that articu-
late the maintenance management are determined;
such areas include general organization of mainte-
nance, human resources [11, 25], economic control,
planning, maintenance programming and control, out-
sourcing [22], equipment inventory and criticality [26],
maintenance documentation and availability of replace-
ment parts in the department [11]. On the other hand,
regarding maintenance, the Canadian accreditation
system verifies the fulfillment of the existence of an
implemented preventive maintenance program for all
devices, equipment and medical technology [19], the
generation of documented reports of preventive main-
tenance, the application of a process to evaluate the
effectiveness of the preventive maintenance program,
the documented tracking of the investigation of inci-
dents and problems involving devices, equipment and
medical technology, aiming to identify the causes of
the failure.

According to what has been said, the purpose of
this work is to design a method that enables the quan-
titative assessment of the maintenance management
of hospitals, through answering the research question:
how can the maintenance management be evaluated
in hospitals?

Knowing the quantitative assessment of the eval-
uated criteria and sub-criteria, will enable the on
time identification of improvement opportunities in
the area of maintenance of hospitals; a methodology
that allows attaining this objective is based on [27]:
the selection and weighting of evaluation criteria and
sub-criteria utilizing the Analytic Hierarchical Process
(AHP) tool [20], which is employed to quantitatively
prioritize evaluation criteria [23,26,27]; then, the de-
velopment of an evaluation instrument, the validation
of the method through the on-site evaluation of health
institutions and, at last, the identification of criteria
with lowest performance.

2. Materials and methods

A qualitative methodology was utilized to conduct this
work. The methodological process is structured in five
phases [27]:

1. Selection of criteria and sub-criteria for the evalu-
ation of the maintenance management of hospital
facilites.

2. Weighting of the evaluation criteria and sub-
criteria.

3. Development of the evaluation instrument.

4. Validation of the method, through the evalua-
tion of the maintenance management in the four
hospital establishments of Zone 3.

5. Identification of low performance aspects.

2.1. First phase

Evaluation criteria and sub-criteria were collected from
the literature review. Then, hospital maintenance man-
agers of the zone, teachers from the Maintenance En-
gineering Department of the Chimborazo Superior
Polytechnic School (CHSPS) and professionals with
graduate studies in maintenance management were
consulted, who assessed if the criteria and sub-criteria
were adapted to the demands and context of the area
under study, and identified and selected seven criteria
and 20 sub-criteria. In addition, the objective of each
sub-criteria was established in the following manner:

2.1.1. CS: Contraction of maintenance services

CS1 – Contraction policy: evaluate if there exist de-
fined criteria under which the best contractor will be
determined, who will be responsible of performing the
works of both predictive and corrective maintenance,
considering the experience of the contractor in years
and in number of executed hospital maintenance ser-
vice contracts.

CS2 – Supervision of maintenance works: verify if
the hospital technical personnel supervises that the
contractor fulfills the guidelines and criteria established
in the maintenance services contracts.

CS3 – Technical specifications: guarantee that all
the contracted maintenance activities are executed us-
ing materials and equipment that fulfill the established
specifications, that the personnel that takes part has
the stipulated expertise, and that the methodology
defined in the service offer is followed.

2.1.2. HR: Human resources

HR1 - Training: assess if the training requirements
needed by the maintenance personnel of equipment
and hospital infrastructure have been defined, for them
to complete their activities, and if a training plan has
been established that enables the tracking of the per-
centage of fulfillment of the plan.

HR2: Professional training: determine if the per-
sonnel responsible of the department or area of main-
tenance of medical equipment and hospital infrastruc-
ture, has bachelor or master professional training re-
lated to the occupied position.

HR3 – Quantity of maintenance personnel: based
on the number of delayed maintenance work orders,
evaluate if there exist enough number of technicians to
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carry out preventive and corrective maintenance activ-
ities that ensure the availability of both infrastructure
and hospital equipment.

2.1.3. MI: Management of the inventory of the
maintenance warehouse

MI1 – Items master: verify that the warehouse of re-
placement parts and materials for maintenance has an
items master and, based on the opinion of the mainte-
nance technicians, evaluate what percentage of such
items master has errors in the items description, or
if there is duplicate items or if the dispatch units are
incorrectly assigned.

MI2 – Valued inventory of items: Confirm that
the replacement parts and materials for maintenance
are correctly valued, including the ones in the sub-
warehouses.

MI3 – Control of stock: Confirm that the stock of
replacement parts and materials for maintenance is
under control, both in the main warehouse and in the
sub-warehouses.

2.1.4. PP: Planning programming and control

PP1 – Maintenance indicators: determine how many
indicators of the maintenance management, has been
put into operation in the hospital.

PP2 – Maintenance plan: evaluate if there is a
preventive maintenance plan, and the level of logistic
planning of the maintenance tasks that constitute it.

PP3 – Programming of maintenance activities: es-
tablish the level of planning of logistic support in the
process of programming the work orders of preventive
and corrective maintenance.

PP4 – Risk-based criticality analysis: assess the
complexity of the methodology, employed by the hospi-
tal to establish the criticality of the hospital equipment
and infrastructure.

PP5 – Inventory of goods to be maintained: evalu-
ate the percentage of hospital equipment and infras-
tructure that is coded and inventoried, and confirm
if the code is physically located in the infrastructure
and in each equipment that requires maintenance.

PP6 – Maintenance documentation: determine if
the hospital possess the minimum maintenance docu-
mentation, such as work orders and material requisi-
tion. In addition, determine if maintenance indicators
can be elaborated based on the information registered
in such documents.

2.1.5. OM: Organization of maintenance

OM1 – Maintenance policies: assess if the hospital pos-
sesses maintenance policies, if they are updated and if
they have been socialized with the hospital personnel.

OM2 – Computing tool for the maintenance man-
agement: establish if the hospital possesses a com-
puting tool of type Computer-assisted maintenance
management (CAMM), CMMS (computerized mainte-
nance management system) o EAM (enterprise asset
management), to administer the maintenance manage-
ment and its degree of utilization.

2.1.6. EC: Economic control

EC1 – Maintenance budget: determine if the method-
ology employed to elaborate budgets of preventive
and corrective maintenance of hospital equipment and
infrastructure is technical and detailed.

EC2 – Percentage of fulfillment of the executed
budget: evaluate the percentage of fulfillment of the
maintenance budget of the previous year.

2.1.7. MC: Corrective maintenance

CM1 – Documentation and failure analysis, conse-
quences and effects: evaluate if the important informa-
tion about failures of hospital equipment and infras-
tructure is registered, and if analysis methodologies
are applied to reduce its probability of occurrence.

2.2. Second phase

In order to determine the weightings of evaluation
criteria and sub-criteria, the process method AHP
developed by Saaty [28] was applied. It is used in
research works whose objective is to prioritize alter-
natives [26,29,30], and has been employed in studies
related with maintenance [23,31]. The procedure can
be summarized in four steps [28]:

2.2.1. Specification of the multicriteria deci-
sion problem

The hierarchical structure comprises three levels (Fig-
ure 1):

Level 1: indicates the objective of the application
of the AHP technique, which in this case is to weight
the evaluation criteria and sub-criteria.

Level 2: comprises the seven criteria that will be
considered in the evaluation of the maintenance man-
agement.

Level 3: constituted by twenty sub-criteria that
contribute to assess the evaluation criteria.

2.2.2. Construction of pair-wise ranking matri-
ces

For the application of the AHP method, specialists
related to the area under study were consulted consid-
ering three groups of interest related to maintenance
and its management. The group of thirty specialists
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was constituted by ten maintenance managers of hospi-
tals in the zone, ten maintenance experts with master
degree in the area and ten teachers of the Maintenance
Engineering Department of the ESPOCH. The average
experience in the maintenance area of these specialists
is six years, who assessed the alternatives comparing
them, according to the scale of the AHP method in
Table 1.

With the assessment of the decision makers, pair-
wise (by each decision maker) ranking matrices of the
evaluation criteria and sub-criteria, respectively, were
constructed. A pair-wise ranking matrix is a square
matrix Anxn, where n is the number of criteria or sub-
criteria, as the case may be, and they were constructed
according to equations 1 and 2.

Table 1. Fundamental scale of comparison [32]

Value Definition Comments

1 Equal Criterion A is equally
importance important than criterion B

Moderate Importance and judgment
3 importancea slightly favor criterion A

over criterion B

Big Importance and judgment
5 importance strongly favor criterion A

over criterion B

7 Very big Criterion A is much more
importance important than criterion B

Extreme The greater importance of
9 importance criterion A over criterion

B is indubitable

2, 4, 6 y 8 Intermediate values between the previous
ones, when they are necessary

If criterion A is of big importance
Reciprocal compared to criterion B, the notations

of the would be the following:
previous Criterion A in front of criterion B: 5/1

Criterion B in front of criterion A: 1/5

Anxn =


1 a12 · · · a1n

a21 1 · · · a2n

...
... . . . ...

an1 an2 · · · 1

 (1)

Anxn =


1 a12 · · · a1n

1/a21 1 · · · a2n

...
... . . . ...

1/an1 1/an2 · · · 1

 (2)

2.2.3. Calculation of the consistency ratio
(CR)

It enables to determine if there are inconsistencies in
the assessment of the decision maker. This index re-
sults from the quotient between the consistency index
(IC) and the random consistency index (RCI), i.e.

CR = IC

ICA
(3)

The values of the random consistency index are
established by the AHP method, and are a function of
the size of the matrix (Table 2).

Table 2. Random consistency index [32]

Size of the Random consistency
matrix (n) index (RCI)

1 0
2 0
3 0,52
4 0,89
5 1,11
6 1,25
7 1,35
8 1,4
9 1,45
10 1,49

For calculating the consistency index (CI) it is nec-
essary to know the value of λmáx, and to obtain it
matrix A was first normalized by means of the sum,
obtaining the normalized pair-wise ranking matrix
Anorm, applying equation 4, which results in equation
5.

λnorm =


a11∑n

n=1
an1

+ a12∑n

n=1
an2

+ · · · + a1n∑n

n=1
ann

a21∑n

n=1
an1

+ a22∑n

n=1
an2

+ · · · + a2n∑n

n=1
ann

...
...

...
an1∑n

n=1
an1

+ an2∑n

n=1
an2

+ · · · + a2n∑n

n=1
ann


(4)

Anorm =



b1
1
b2
...
...
bn


(5)

From matrix Anorm, the vector B of global priori-
ties is obtained as (equation 6).

B =
[

b1
n ,

b2
n , · · · bn

n ,
]

(6)

Then, the total row vector C is calculated as the
matrix product A×B (equation 7).

A×B = C =
[
c1, c2 · · · cn

]
(7)
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Figure 1. Hierarchical structure of the prioritization problem

Then the quotient between the corresponding el-
ements of matrices C y B is calculated, resulting in
the column vector D. The average of the elements of
D gives the value of λmáx, which is used to calculate
the consistency index by means of equation 8.

IC = λmáx−n

n− 1 (8)

After the value of RC has been calculated for each
decision maker, it should be verified that this value
satisfies what is established by the AHP method; this
value is a function of the size of the pair-wise ranking

matrix, which for the case of the criteria (n = 7) should
not exceed 10 % (Table 3).

Table 3. Maximum values of RC [32]

Size of the pair-wise Ratio of
ranking consistency

matrix (n) (RC)
3 5%
4 9%

5 or greater 10%
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2.2.4. Determination of the weighting factor of
the evaluation criteria and sub-criteria

First, the eigenvectors were calculated employing the
power method, determining the square A2 of the pair-
wise ranking matrix, and then obtaining a column
vector as the sum of the rows of the matrix resulting
from the first product; this vector is further normal-
ized by means of the sum and the first eigenvector
Vp1Vp1 is obtained. The same procedure is followed to
calculate the number of necessary eigenvectors, until it
is verified that the corresponding elements of vectors
V pn, and V pn−1 are equal up to four decimal digits.

Since three groups of interest were consulted, the
geometric mean [23] was employed to determine the
final weighting of criteria and sub-criteria, thus con-
solidating the individual weightings for each decision
maker first, and then by group of interest.

2.3. Third phase

As proposed by Quesada [33], the development of the
evaluation instrument considers aspects such as:

• Description of the evaluation criterion

• Evaluation objective of the criterion

• Evaluation method

• Type of evaluation

• Reference levels

• Demands of the criterion

• Grade and assessment

According to the evaluation instrument, four ref-
erence levels were determined, which are qualitatively
identified as insufficient, good, very good and excellent,
with corresponding assessment of 0, 0.35, 0.7 and 1,
respectively. The quantitative assessment enabled to
define the performance threshold to which the qualita-
tive assessment shown in Table 4 is linked.

2.4. Fourth phase

The validation of the evaluation method was carried
out, by means of the application of the instrument
developed for four EISS hospitals of the planning zone
3 of Ecuador. The hospitals are located in the province
capitals, i.e. in the cities of Latacunga, Ambato, Ri-
obamba and Puyo; the sampling was intentional since
one of the hospitals in Zone 3 presented the lowest
ACI accreditation performance [17].

Table 4. Scale of development assessment

Assessment DescriptionQualitative Quantitative

Insufficient [0 % – 35 %)

Presents structural
deficiencies that com-
promise the achieve-
ment of the objectives
of the maintenance
depart-ment.

Good [35 % – 70 %)

Presents structural
weaknesses that com-
promise the achieve-
ment of the objectives,
but there exist viable
processes that can be
considered to improve.

Very good [70 % – 100 %)

Presents nonstructural
weaknesses that can be
overcome through the
improvement of the pro-
cesses put into opera-
tion.

Excellent 100%
Fulfills all demands re-
quired by this evalua-
tion method.

The hospitals in Riobamba and Ambato are classi-
fied as general hospitals, while the ones in Latacunga
and Puyo are classified as basic. The average number
of beds is 30, and all have a maintenance department.
The evaluation was conducted on site based on the
physical verification of evidences [21], which enables
corroborating the affirmations of the respondent.

2.5. Fifth phase

The aspects of lowest performance were identified em-
ploying the technique of the Pareto diagram, which
enabled the identification of alternatives to improve
the obtained assessment.

3. Results and discussion

3.1. Results

As results of the first and second phase, and prior to
the weighting of criteria, it was verified that each value
of RC (Table 5) does not exceed the maximum limit
(10 %).
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Table 5. RC (%) values of decision makers by group of
interest

N.°
Teachers of the Specialists Maintenance

Maintenance in administrators
Engineering maintenance

1 8 9,64 7,42
2 9,87 9,23 9,82
3 8,92 7,37 9,95
4 8,62 8,72 8,31
5 9,43 9,85 7,39
6 3,24 9,64 9,66
7 7,16 8,27 5,13
8 9,38 8,95 7,65
9 7,64 9,83 9,36
10 9,69 6,28 9,43

After the consistency in the assessment of the deci-
sion makers have been verified, the weightings for the
evaluation criteria and sub-criteria shown in Table 6
were obtained.

The assessment instrument constituted by twenty
evaluation sub-criteria, was developed in phase three.
Table 7 shows an example with the sub-criterion OM2,
and the adopted format structure for all sub-criteria,
with levels of demand that vary according to each
sub-criterion.

Using the evaluation instrument, and having de-
fined the performance threshold, the evaluation of the
maintenance departments of the four EISS hospitals
– Zone 3 was conducted; the obtained results can be
seen in Figure 2.

Table 8 indicates the global quantitative and qual-
itative assessments attained by the hospitals, while
Figure 3 presents the sub-criteria that should be im-
proved in each hospital; the grade that can be attained
if such sub-criterion is improved is also indicated for
each case.

Once the low performance criteria have been identi-
fied, it is necessary to establish an order of priorities to
implant a plan of improvement actions, indicating the
criteria on which such actions should be first taken to
attain 80 % of the points lost in the evaluation (Table
9).

3.2. Discussion

In the phase of weighting the criteria and sub-criteria
considered for evaluating the maintenance manage-
ment, it resulted that the criterion «Contraction of
maintenance services» is the most important (25 %)
that should be evaluated in the administration, and
therefore will have the greatest weight in the quanti-
tative assessment, considering that the maintenance
of approximately 90 % of the hospital equipment is
carried out by external contractors. Inside this crite-
rion, the sub-criterion to be considered is «Contraction
policy», since it establishes the criteria for selecting the
best offer that will execute the hospital maintenance
activities.

With respect to the results obtained in the quan-
titative assessment, the EISS hospital of Latacunga
exhibited the lowest performance; in the visit con-
ducted for instrument application and on-site verifica-
tion, it was evident that there was no responsible of
the maintenance department designated by the max-
imum authority of the institution, and that the last
responsible of such department did not have training
at the bachelor level.

Table 6. Weighting of criteria and sub-criteria to evaluate
the maintenance management

Criteria Weights Evaluation subcriteria Weights

CS 0,25

CS1: Contraction policy 0,48
CS2: Supervision of main-
tenance works

0,29

CS3: Technical specifica-
tions

0,23

RM 0,18

RM1: Training 0,43
RM2: Professional training 0,42
RM3: Quantity of mainte-
nance personnel

0,15

MI 0,17

MI1: Item master 0,46
MI2: Valued inventory of
items

0,28

MI3: Control of stock 0,26

PP 0,13

PP1: Maintenance indica-
tors

0,38

PP2: Implemented preven-
tive maintenance plan for
medical equipment

0,18

PP3: Programming of
maintenance activities

0,14

PP4: Risk-based criticality
analysis

0,12

PP5: Inventory of goods to
be maintained

0,1

PP6: Maintenance docu-
mentation

0,08

OM 0,11
OM1: Maintenance poli-
cies

0,78

OM2: Computing tool for
the maintenance manage-
ment

0,22

CE 0,1
CE1: Maintenance budget 0,77
CE2: Percentage of fulfill-
ment of the executed bud-
get

0,23

MC 0,06 MC1: Documentation
and failure analysis,
consequences and effects

1

This situation considerably affected the perfor-
mance of the hospital, since the criterion «Human
resources» is the second most important one in the as-
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sessment, according to this method. On the other hand,
the EISS hospital of Latacunga has the greater poten-
tial to improve (15.17 %). To quantitatively assess
the maintenance management of the EISS hospitals of
Zone 3, the average of the quantitative assessments ob-
tained by each hospital was calculated, because when
the hospitals were subjected to the certification pro-
cess, they were evaluated with the same instrument
and under the same criteria of the ACI, without con-
sidering its category; the instrument proposed here
adopted the evaluation criteria of the ACI regarding
maintenance. Therefore, the maintenance management
in these EISS hospitals has an average of 55.5 points,
with a standard deviation of 13 points.

Table 7. Description of the evaluation sub-criterion «Com-
puting tool (software) for the maintenance management»

Evaluation sub-criterion: OM2 - Computing tool (software)
for the maintenance management.
Objective: Establish if the hospital possesses a computing
tool of type Computer-assisted maintenance management
(CAMM), CMMS (computerized maintenance management
system) o EAM (enterprise asset management), to administer
the maintenance management and its degree of utilization
Evaluation method: Physical evidences of the installation
and operability of the software are evaluated, for fulfilling
the criterion demand
Levels of Demands of Puntuation
reference the criterion
Insufficient It does not have CMMS/G-

MAO (Computer mainte-
nance management system)
or has CMMS, but does not
use it. Evidence: verify that
CMMS is installed.

0

Good The computing tool for main-
tenance management is an
electronic sheet such as Ex-
cel, or a basic database such
as Access.

0,35

Very good It has CMMS and uses it
to manage preventive main-
tenance. Evidence: mainte-
nance plan emitted by the
CMMS and preventive work
orders emitted in the last 15
days.

0,7

Excellent It has CMMS and uses it
to calculate the indicators
of the maintenance manage-
ment. Evidence: report of
costs, availability, mean time
between failures and mean
time for repairing.

1

Table 8. Global assessment of the performance of the EISS
hospitals – Zone 3

EISS Quantitative Qualitative
Hospital assessment assessment

General of Riobamba 77,8 Very good
Basic of Puyo 50,9 Good

General of Ambato 50,27 Good
Basic of Latacunga 43,05 Good

Average of Maintenance
the EISS hospitals 55,5 management

of Zone 3 Level: Good

Table 9. Order of the criteria which require action to
improve performance

EISS Criteria hierarchy to recover 80 % of
Hospital the points lost
General of 1. Planning, programming and control
Riobamba 2. Corrective maintenance

3. Human resources
Basic of 1. Contraction of maintenance services
Puyo 2. Planning, programming and control

3. Management of warehouse inventories
General of 1. Human resources
Ambato 2. Management of warehouse inventories

3. Planning, programming and control
Basic of 1. Human resources

Latacunga 2. Contraction of maintenance services
3. Organization of maintenance

One of the limitations of the method is that only
the values established for each level of reference, can
be assigned at the moment of assessment, i.e. no inter-
mediate assessments can be given in case that one of
the demands is partially fulfilled.

It is considered that this developed evaluation in-
strument can be applied to other hospitals, because all
health centers possess an infrastructure that should be
maintained to ensure a quality attention. The General
Controlling Office of the State has a regulation about
maintenance [34] that should be also fulfilled by the
hospitals, regardless of their category.

This methodology not only provides a quantitative
assessment, but it also indicates the order of the crite-
ria on which action should be first taken to improve.
Once the organizational changes have been proposed
and put into operation according to the requirements
of each sub-criterion, it is recommended to yearly con-
duct a new evaluation to the maintenance management,
applying the same assessment instrument to quantita-
tively control the progress.
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Figure 2. Performance of the EISS hospitals – Zone 3, by evaluation criterion.

Figure 3. Identification and improvement potential of the criteria with low performance.

4. Conclusions

The survey made to the specialists gave as a result,
that the three most important criteria are the contrac-
tion of maintenance services (25 %), human resources
(18 %) and management of warehouse inventories (17
%); this indicates that these are the evaluation criteria
with more weight in the assessment.

It was identified that none of the hospitals has a
performance according to the maximum level (desired
level) of demand of the proposed method, and three of
four hospitals that constitute the Zone 3 have a main-
tenance management level in the range (35 % – 70
%), which qualitatively represents a good maintenance
management. This indicates that there are structural
weaknesses that compromise the achievement of the ob-
jectives of the maintenance department, but there are
viable processes that can be implemented to improve.

There exist four criteria in which the hospitals co-
incide that they should improve, even though each
of them in different measure and sub-criterion. These
criteria are: organization of maintenance; human re-
sources; planning, programming and control of the
maintenance and corrective maintenance.
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Abstract Resumen
This paper presents the construction of a prototype of
a door and window monitoring system through an IoT
platform. The objective was to design a system that
reports to a server in the cloud the change of state,
open or closed, of three doors and two windows of
the equipment room of the data center. The changes
of state are registered by the server, and by means
of a user interface the status of doors and windows
is displayed online. The architecture of the system is
based on a wireless sensor network, integrated by a
central node and five monitoring nodes. The monitor-
ing nodes consist of a PyBoard card, two digital Hall
effect sensors and a WiFi wireless interface. When
detecting a change of state in doors and windows,
the monitoring nodes notify it to the central node,
and this transmits it to the server through a WiFi
access point. When a door or window remains open
for more than a configurable period of time, an SMS
and WhatsApp message is sent to a mobile phone.
The reach achieved in the WiFi transmission on the
network was 47 meters with line of sight.

En este trabajo se presenta la construcción de un
prototipo de un sistema de monitorización de puertas
y ventanas a través de una plataforma IoT. El obje-
tivo fue diseñar un sistema que reporte a un servidor
en la nube el cambio de estado, abierta o cerrada,
de tres puertas y dos ventanas de la sala de equipos
del centro de datos. Los cambios de estado son regis-
trados por el servidor y por medio de una interfaz
de usuario se muestran en línea los estados de las
puertas y ventanas. La arquitectura del sistema se
basa en una red inalámbrica de sensores integrada
por un nodo central y cinco nodos de monitorización.
Los nodos de monitorización están compuestos por
una tarjeta PyBoard, dos sensores digitales de efecto
Hall y una interfaz inalámbrica wifi. Al detectar un
cambio de estado en puertas y ventanas, los nodos
de monitorización lo notifican al nodo central, y este
lo transmite al servidor por medio de un punto de
acceso wifi. Cuando una puerta o ventana permanece
abierta más de un período de tiempo configurable, se
envía un mensaje SMS y de WhatsApp a un teléfono
móvil. El alcance logrado en la transmisión wifi en la
red fue 47 metros con línea de vista.

Keywords: Data center, Hall effect, monitoring, Py-
Board, SMS, WiFi.

Palabras clave: centro de datos, efecto Hall, moni-
torización, PyBoard, SMS, wifi
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1. Introduction

A data center houses equipment for processing and
storing information, and telecommunication equipment
of companies and organizations. Since the productivity
of clients and users depend on such equipment, it is
important to keep it safe. The data centers should
have highly reliable security systems, which enable the
controlled access to the rooms that concentrate the
computing equipment. These rooms have a reduced
number of doors and windows, and the entrance to au-
thorized administration and maintenance personnel is
only allowed, who should keep them locked at all times.
When, for any reason, a door or a window remains
open for longer than a certain configurable period of
time, an audible and luminous signal is activated to
warn security personnel [1].

The data centers are periodically and permanently
audited by institutions and companies that certify,
among other things, the access mechanisms and proce-
dures, to guarantee the quality of the services offered.
One of the audited actions is the remote monitoring
of the state, either closed or open, of doors and win-
dows [2].

With the current development of technology, it is
required that data centers are enabled for remote mon-
itoring of variables, processes and procedures from the
Internet, thus allowing people responsible for security
and certifying institutions to revise, both online and
historically, the operation of the data center [3]. This
requirement can be fulfilled with the development of
solutions and applications of the Internet of Things
(IoT).

1.1. The Internet of Things

The IoT is a concept according to which the infor-
mation read by electronic sensors used at households,
offices, industries, laboratories, mobile phones, auto-
mobiles, infrastructure of cities and data centers is
transmitted to a central monitoring device. This cen-
tral device is located in the Internet, thus allowing the
connection to it of digital objects of daily used, i.e. it
connects the physical and digital worlds by means of
computers and web platforms in the cloud, which store
and process the information transmitted by sensors [4].

The recent technological advances in electronics,
digital systems and communications, as well as the
availability of providers of services of information stor-
age and analysis in the cloud, have boosted the de-
velopment of the IoT. These services enable receiving,
storing and processing information from sensors, to
perform a remote action on a process. In addition,
there are services that can be used to transmit voice,
text, video or Whatsapp alert messages to a mobile
phone [5], to notify an event.

The present work results from the requirement of

a company which owns a data center. The request
consisted of developing a system with the purpose
of transmitting to a server located in the cloud, the
change of state, open or closed, of three doors and two
windows in the equipment room of the data center. The
changes of state, as well as the date and time, should
be stored by the server. The system should have a user
interface, accessible from the Internet, which online
shows the state of doors and windows and displays a
history of the changes of state. In case that a door or
window remains open for longer than a configurable
period of time, alert SMS and Whatsapp messages
should be sent to the mobile phone of the administra-
tor of the system. A Wi-Fi point to access the Internet
is installed in the data center, located at a distance of
35 meters from the farthest window.

1.2. Recent research works

An important number of works have been carried out,
to remotely monitor environmental variables in data
centers. Since IoT is a fast growing area, Wireless
Sensor Networks (WSN) have been installed for this
purpose in recent years, and almost all of them use Wi-
Fi technology [6]. A large number of these applications
monitor environmental variables such as temperature
and relative humidity [7, 8], other monitor cooling
systems [9], air flow in cabinets of computing equip-
ment [10,11] and electrical supply systems [12]. Some
wireless networks use ZigBee [13] and LoRa technolo-
gies.

On the other hand, a great variety of applications
have been designed using IoT platforms in areas of
monitoring vital signs [14–17], health care [18], indus-
trial processes [19], environmental and atmospheric
parameters [20], traffic control [21], bridges [22] and
flooding prevention systems [23] in intelligent homes
and cities, animal feeding systems in farms [24] and
infant location at home [25], among others. The ma-
jority of these applications use Wi-Fi transceivers, and
few utilize LoRa [26,27] and GPRS [28] technologies.

The system developed in this work is constituted
by a network with five monitoring nodes, one for each
door and window, and a central node. The monitoring
nodes wirelessly transmit the state of the sensors of
doors and windows to the central node, which sends
them to the server in the cloud through a Wi-Fi access
point. The user interface was implanted in the central
node using a web server. The two types of nodes were
realized based on a PyBoard card. Using the Internet
service provider ThinkSpeak, the information trans-
mitted by the monitoring nodes is stored and accessed
from the user interface. On the other hand, the Inter-
net service provider Twilio was used to send the SMS
and Whatsapp messages. Both the sensors and Wi-Fi
transceivers used are of low energy consumption.
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1.3. ThingSpeak and Twilio

ThingSpeak is a service platform for information analy-
sis in the cloud, which is used to collect, store, visualize
and analyze data from sensors installed in intelligent
devices. For applications that transmit to the server
up to 3 million messages per year, the ThinkSpeak
service has no cost. Twilio is a service platform based
on Application Programming Interface (API), which
enables the transmission of voice, video and text mes-
sages to web, mobile and desktop applications. The
free use of Twilio allows sending up to one hundred
messages per month.

1.4. Contribution of the work

Taking into account what has been previously stated,
no IoT application similar to the one presented here
has been developed for a data center. The ones that
have been carried out are of greater cost, because they
utilize development cards of high price, in which many
of its elements are not used, and because they require
to install, configure and maintain the server in the
cloud. In addition, the maintenance of the system pro-
posed in this work is simpler and faster than others of
similar type, since all programming has been done in
MycroPython. The contribution of this work it that it
solves a real security need, monitoring from the Inter-
net the state of doors and windows, as requested by
certifying institutions. Current systems if this type do
the monitoring locally.

2. Materials and methods

The methodology that was utilized to develop the sys-
tem comprised two phases. In the first phase the system
was designed, divided in three modules: monitoring
nodes, central node and user interface, as indicated in
the block diagram in Figure 1. The monitoring nodes
and the central node constitute the wireless network
of sensors.

Afterwards, the second phase comprised the selec-
tion of the appropriate components to perform the
function of every module of the system

2.1. The monitoring nodes

Fives monitoring nodes were built, all having the ar-
chitecture shown in Figure 2.

The monitoring nodes are constituted by a Py-
Board card, the cards of the sensors of doors and
windows opening, and the wireless interface.

The PyBoard PYBV1.0 card used in this module,
is the most commonly used card of its type to execute
programs written in MycroPython. It comprises the
following hardware resources: STM32F405RG micro-
controller with CPU Cortex M4 of 168 MHz and float-
ing point, USB port, flash ROM memory of 1024 KB,

RAM memory of 192 KB, slot for Micro SD card, real-
time clock, 29 general purpose input/output terminals,
3 analog/digital converters of 12 bits, 2 digital/ana-
log converters of 12 bits, 2 UART ports, 4 USART
ports, bootloader program for firmware updating, and
is energized with 3.3 V.

Figure 1. Block diagram of the developed system.

Figure 2. Architecture of the monitoring nodes.

The PyBoard card was used because its microcon-
troller executes programs written in MycroPython,
which simplified the programming by avoiding the use
of a complex low level language, and because many
functions libraries of free use and open code are avail-
able in the cloud, to carry out a variety of tasks.

Two types of devices, namely Reed switches and
Hall effect sensors, are commonly used in applications
for monitoring the opening of doors and windows. Both
devices detect the presence or absence of magnets in-
stalled in doors or windows. Reed switches use a phys-
ical switch that closes in the presence of a magnetic
field, and opens when such field is removed. Due to
their mechanical nature, their life time is limited, there
is a bouncing effect when closing or opening, and its
operation is affected by vibrations. The installation
of this type of switches increases the cost of the ap-
plication, since they should be commonly soldered in
the door or window, which may damage the glass en-
capsulation. When opened, Reed switches consume no
current; when closed, a small current flows through
the pull-down or pull-up resistance connected in the
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output. The magnitude of this current is significant in
systems energized by batteries.

In contrast, Hall effect sensors have no moving
parts. They detect the presence or absence of a mag-
netic field in their range, using the voltage difference
(V) produced in a conductor when an electrical current
(I) flows through it in the presence of such magnetic
field (B). They are immune to vibrations and do not
bounce. Hall effect sensors have compact size, resistant
encapsulating, and consume less current than Reed
switches. They activate their output at low level, log-
ical 0, when the magnetic flow density produced by
a magnet close to it, exceeds an operating threshold
BOP. This output is used as a switch to connect to the
input terminal of a controller, which can be in sleep
mode or of low energy consumption, and awake when
the output of the sensor changes.

Due to the aforementioned reasons, the TIDA-
01066 card was used for the implantation of the moni-
toring nodes. This card includes two Hall effect digital
sensors of ultra-low energy consumption, and a CR2032
coin-type battery. These sensors detect the presence of
the magnetic field of the magnets installed in the doors
and windows. This card also integrates two DRV5032X
sensors, to avoid detecting false negatives and to maxi-
mize the distance between sensors and magnets. The X
indicates the sensitivity of the sensors: high, medium
and low. The operating threshold for each sensitivity is
3.1 mT, 7.5 mT and 50 mT, respectively. The sensors
are energized by a source of 1.65 to 5.5 V that con-
sume 0.57 µA in average, and operate at a sampling
frequency updating the output at 20 Hz or 5 Hz for
the low energy consumption. The response of these
sensors is omnipolar, which enables them to detect the
north or south pole of the magnet, thus simplifying its
installation.

In security systems based on sensors wireless net-
works, one of the main limitations is the electrical
supply. It the sensors of the network are energized
with batteries, the replacement cost of these batteries
becomes a problem. The CR2032 battery of the TIDA-
01066 card has a life time of 10 years, which keeps its
sensors operating during a prolonged period of time
before replacing the battery. This was another reason
by which the TIDA-01066 card was used in the mon-
itoring nodes. The CR2032 battery is an ion-lithium
small cell that, as opposed to alkaline batteries, keeps
the output voltage stable until the end of its life time.
It operates in the temperature range between -40 ◦C
and 85 ◦C, and can be used indoors and outdoors.

The monitoring nodes were installed in the fixed
part of the windows and the magnets in the sliding
part, separated by a distance of 20 mm. The doors of
the data center have two panes, with the monitoring
nodes installed in one of them and the magnets in the
other, such that when the door or window is closed, the
output of the Hall effect sensor shows low level. The

outputs of the sensors were connected to the GPIO
2 and GPIO 4 terminals of the PyBoard card. The
microcontroller of the PyBoard is in sleep mode, or low
energy consumption, most of the time. When a door
or window is open or closed, the level change in any of
the GPIO 2 and GPIO 4 generates and interruption
that awakes the microcontroller. The Interrupt Service
Routine (ISR) that serves this interruption, transmits
the state of the sensor to the central node.

On the other hand, there is a great amount of mag-
net types and providers in the market. K&J Magnetics
is the provider with the greater variety of magnets,
having available Neodymium magnets of N35, N38,
N40, N42, N45, N48, N50 and N52 grades, different
dimensions, shapes and reach of the magnetic field.
The grade indicates level of intensity or strength of the
magnetic field of the magnet; N35 is the lowest level.
A calculator to determine the appropriate magnet de-
pending on the necessary features, is available in the
K&J Magnetics web site. Magnets BZX0X08-N42 with
length 101.6 mm, width 25.4 mm, thickness 12.7 mm,
magnetic field intensity and reach 3,424 Gauss and
10 mm, respectively, were utilized in this work. The
reach of the magnetic field determines the maximum
distance for which the intensity of the magnetic field
is maintained, before it decreases. The sensors wireless
network implanted in this work is a wye network, in
which the central node is the coordinator. The central
node operates collecting information of the monitor-
ing nodes, and receives messages from them when the
associated sensors change of state.

The monitoring nodes use the TinySine Wi-Fi Skin
module for PyBoard, as wireless interface to communi-
cate with the central node. This module operates based
on the ESP-07S circuit, which belongs to the ESP8266
family. The UART of the ESP-07S was connected to
the UART1 port of the PyBoard card, to carry out
the serial communication.

The microcontroller program of the monitoring
nodes performs the following activities: 1) Configures
terminals GPIO 2 and GPIO 4 as inputs, initializes
the UART1 and configures the wireless interface, 2)
Transmits the message to the central node to join the
network and 3) Activates the sleep mode or low en-
ergy consumption, from which it exits after receiving
an interruption from terminals GPIO 2 or GPIO 4.
When the microcontroller awakes and exits this mode,
it transmits the message to the central node indicating
the value of the output or state of the sensors, and
returns to the sleep mode. Figure 3 shows the flow
diagram used to create this program.
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Figure 3. Flow diagram of the monitoring nodes program.

2.2. The central node

The central node is constituted by the PyBoard card
and the wireless interface. The central node uses the
circuit TinySine Wi-Fi Skin for PyBoard as wireless
interface, to communicate with the monitoring nodes
and the Internet.

The functions of the central node are the following:
1) Initializes the sensors network, 2) Receives messages
with information transmitted by the monitoring nodes,
to send it to the server in the cloud and 3) Implants
the user interface.

These functions are performed through the pro-
gram executed by the microcontroller of the PyBoard
card, which carries out the following tasks: A) Config-
ures the UART1 and the wireless interface, establishes
the value of the timer of open door or window and
establishes the mobile phone number of the adminis-
trator of the data center and B) Enters in a cycle in
which it invokes the function that implants the graph-
ical user interface, and waits for the interruption from
the UART1.

The function that serves the interruption from the
UART1 is responsible for receiving the information
from the nodes of the network, and transmitting it to
the server in the cloud. This function uses the write
REST API to transmit the message a ThingSpeak.
The message contains the identifier of the monitoring
module, the state of the associated sensor and the
date and time. If the sensor is deactivated, the door
or window is open. In this case, the function starts
a timer, which interrupts the microcontroller when
it expires. The function that serves the interruption

of the timer, verifies if the central module received
the message that indicates the change of state of the
sensor. If this is the case, the door or window has been
closed, and the function ends. If this is not the case,
it transmits the SMS and Whatsapp alert messages
using the Twilio REST API. These messages sent to
the mobile telephone of the administrator of the data
center, indicate that the door or window has exceeded
the allowed opening time.

2.3. The user interface

The user interface is constituted by the web server
and the corresponding site. Through the user interface,
the state of the sensors of doors and windows can be
visualized online, and the historical information col-
lected by the system may be downloaded to a text
file. The implantation of the web server was based
on the library of open code functions uasyncio. This
library was designed to realize web servers with mi-
crocontrollers, known as picowebs, using the minimum
amount of RAM memory. Figure 4 shows the main
screen of the created user interface.

Figure 4. User interface.

3. Results and discussion

Two groups of tests were carried out. The objective of
the first group was to determine the type of magnet to
be used, considering that the separation between the
monitoring node and the magnet is 10 mm. Using the
K&J Magnetics calculator of magnetic field, a magnet
with block shape with a magnetic field reach of 10
mm was requested. The calculator indicated 7 types of
magnets of different grades, dimension, magnetic field
intensity and price. To carry out the tests, each of the
7 magnets were placed on a door and on a window, and
the distance at which the monitoring node detected its
opening was measured. Although the magnetic field
reach of the magnets used is of the same magnitude,
the results of the tests showed reaches which were
slightly different than the nominal value, as can be
seen in Table 1.
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Table 1. Types of magnets used in the tests

Type Dimensions Magnetic Price Reach
of (mm) field (USD) (mm)

magnet (Gauss)
BZ0Z0X0-N52 76.2x76.2x25.4 3798 294.82 14
BZ0Z08-N52 76.2x76.2x12.7 2125 151.36 13
BZ0Z04-N52 76.2x76.2x6.35 1098 79.43 12
BZ0Z02-N52 76.2x76.2x3.17 554 43.34 11

BZX0X0X0-N42 101.6x25.4x25.4 4871 100.15 14
BZX0X08-N42 101.6x25.4x 12.7 3424 43.34 10
BZX0Y04-N42 101.6x50.8x6.35 1152 51.86 12

For this application, it was necessary to use a mag-
net that activates the sensors at a distance of 10 mm.
It was not necessary to use a strong magnet, with a
large intensity of magnetic field. For this reason and
due to the results obtained in these tests, a BZX0X08
magnet of grade N42 was used, with low price and real
reach of 10 mm. No tests were carried out to measure
the intensity of the magnetic field, because the func-
tion of the magnets is to activate the sensors, and not
to attract a metallic element.

Even though there were no communication prob-
lems of the network nodes with the Wi-Fi 802.11 n
access point, a second group of tests was conducted to
determine the reach of the network. To carry out these
tests, a monitoring node was located at different points
of the data center, including places more distant to
the farthest window with respect to the access point.
Results showed that the reach of the network is 47
meters with line of sight at a velocity of 230 Mbps,
smaller than the 300 Mbps that can be theoretically
obtained using the 802.11 n standard. At a distance
greater than 47 meters, the power of the received Wi-
Fi signal (RSSI- Received Signal Strength Indicator)
in the monitoring node decreased in an accelerated
manner, and the link was lost when the strength fell
to -86 dBm, as shown in the plot of Figure 5.

Figure 5. Reach of the sensors network.

The inSSIDer tool installed in a portable computer
by the monitoring node, was utilized to measure the
RSSI level.

4. Conclusions

The result of this work was a system to monitor doors
and windows through the IoT platform, which reports
to a server in the cloud the change of state of three
doors and two windows in the equipment room of
a data center. This system has a user interface that
shows online, the state of doors and windows. The

installation is non-intrusive, because it uses wireless
communication and it does not modify the cabling of
the data center. It was programmed using MicroPy-
thon and libraries of free use open code functions,
which reduced the time and complexity of the implan-
tation. It uses IoT platforms recently created in the
cloud, that provide an efficient and reliable service to
store information and transmit the alert messages to
a mobile telephone, thus implementing an application
that fulfills the established requirements. The reach
achieved in the Wi-Fi transmission was 47 meters with
line of sight.

References

[1] P. A. Lontsikh, V. A. Karaseva, E. P.
Kunakov, I. I. Livshitz, and K. A. Niki-
forova, “Implementation of information security
and data processing center protection stan-
dards,” in 2016 IEEE Conference on Quality
Management, Transport and Information Secu-
rity, Information Technologies (IT&MQ&IS),
2016, pp. 138–143. [Online]. Available:
https://doi.org/10.1109/ITMQIS.2016.7751923

[2] Z. Han and L. Yu, “A survey of the bcube
data center network topology,” in 2018 IEEE 4th
International Conference on Big Data Security
on Cloud (BigDataSecurity), IEEE International
Conference on High Performance and Smart
Computing, (HPSC) and IEEE International
Conference on Intelligent Data and Security (IDS),
2018, pp. 229–231. [Online]. Available: https://
doi.org/10.1109/BDS/HPSC/IDS18.2018.00056

[3] D. Achmadi, Y. Suryanto, and K. Ramli, “On
developing information security management
system (isms) framework for iso 27001-based
data center,” in 2018 International Workshop
on Big Data and Information Security (IW-
BIS), 2018, pp. 149–157. [Online]. Available:
https://doi.org/10.1109/IWBIS.2018.8471700

[4] H. Hejazi, H. Rajab, T. Cinkler, and
L. Lengyel, “Survey of platforms for mas-
sive iot,” in 2018 IEEE International Con-
ference on Future IoT Technologies (Future
IoT), 2018, pp. 1–8. [Online]. Available:
https://doi.org/10.1109/FIOT.2018.8325598

[5] P. Datta and B. Sharma, “A survey on iot
architectures, protocols, security and smart
city based applications,” in 2017 8th In-
ternational Conference on Computing, Com-
munication and Networking Technologies (IC-
CCNT), 2017, pp. 1–5. [Online]. Available:
https://doi.org/10.1109/ICCCNT.2017.8203943

https://doi.org/10.1109/ITMQIS.2016.7751923
https://doi.org/10.1109/BDS/HPSC/IDS18.2018.00056
https://doi.org/10.1109/BDS/HPSC/IDS18.2018.00056
https://doi.org/10.1109/IWBIS.2018.8471700
https://doi.org/10.1109/FIOT.2018.8325598
https://doi.org/10.1109/ICCCNT.2017.8203943


78 INGENIUS N.◦ 22, july-decemberof 2019

[6] E. A. Kadir, S. M. Shamsuddin, S. Hasan,
and S. L. Rosa, “Wireless monitoring for
big data center server room and equip-
ments,” in 2015 International Conference
on Science in Information Technology (IC-
SITech), 2015, pp. 187–191. [Online]. Available:
https://doi.org/10.1109/ICSITech.2015.7407801

[7] S. Saha and A. Majumdar, “Data centre
temperature monitoring with esp8266 based
wireless sensor network and cloud based
dashboard with real time alert system,” in
2017 Devices for Integrated Circuit (De-
vIC), 2017, pp. 307–310. [Online]. Available:
https://doi.org/10.1109/DEVIC.2017.8073958

[8] K. Nayak, K. Nanda, T. Dwarakanath, H. Babu,
and D. Selvakumar, “Data centre monitoring and
alerting system using wsn,” in 2014 IEEE Inter-
national Conference on Electronics, Computing
and Communication Technologies (CONECCT),
2014, pp. 1–5. [Online]. Available: https:
//doi.org/10.1109/CONECCT.2014.6740348
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Abstract Resumen
Little is known about the operational conditions, the
microstructure and properties of the coatings man-
ufactured by hot double-dip. The objective of this
work is to evaluate the mechanical properties of Zn /
Zn-5%Al coatings applied by the hot double-dip tech-
nique, varying the immersion times in liquid baths.
For the evaluation, Vickers microhardness profiles
and bending tests were made. The microhardness pro-
files for different immersion times show similarities,
exhibiting great heterogeneity due to the microstruc-
tural characteristics. It is observed that increasing
the immersion time decreases the critical angle, and
the immersion time does not significantly influence
the density of confined and unconfined cracks. It is
concluded that the ductility of the coatings is influ-
enced by their total thickness, and possibly by the
thickness of the different areas and residual stresses,
with the samples being coated for a 60 s immersion
time, which present better behavior in the bending
test.

Poco se conoce sobre las condiciones operacionales, la
microestructura y propiedades de los recubrimientos
fabricados por doble inmersión en caliente. Este tra-
bajo tiene como objetivo evaluar propiedades mecáni-
cas de recubrimientos Zn/Zn-5%Al aplicados por la
técnica de doble inmersión en caliente, variando los
tiempos de inmersión en los baños líquidos. Para la
evaluación se realizaron perfiles de microdureza Vick-
ers y ensayos de doblez. Los perfiles de microdureza
para diferentes tiempos de inmersión presentan si-
militudes, mostrando gran heterogeneidad debido a
las características microestructurales. Se observa que
al aumentar el tiempo de inmersión disminuye el
ángulo crítico y el tiempo de inmersión no influye sig-
nificativamente en la densidad de grietas confinadas
y no confinadas. Se concluye que la ductilidad de
los recubrimientos se ve influenciada por el espesor
total de los mismos, y posiblemente por el espesor de
las diferentes zonas y esfuerzos residuales, siendo las
muestras recubiertas con tiempo de inmersión de 60
segundos, las que presentan mejor comportamiento
ante el ensayo de doblez.

Keywords: Microcrack, double-dip, galvanized coat-
ings.

Palabras clave: microgrietas, doble inmersión, re-
cubrimientos galvanizados.
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1. Introduction

After processes of hot galvanizing, the pieces of coated
steel may be subjected to plastic deformations in press-
ing, stamped and bending processes. These processes
cause a great deformation in the structure of steels,
which in turn may induce the beginning and propaga-
tion of cracks in the coatings. Once the cracks propa-
gate, their openings provide air and humidity passages
that lead to adverse oxidation reactions and corrosion,
both in the coatings and in the steel substrates. The
mechanical behavior of galvanized coatings on steels,
may alter the performance of its response to operations
that involve plastic deformations.

While the behavior regarding corrosion of galva-
nized steels has been rigorously investigated, the me-
chanical behavior of the galvanized coatings is cur-
rently limited [1].

In general, the hot galvanized coatings are com-
plex multilayer systems, constituted by phases or lay-
ers with different thermomechanical properties. This
makes difficult to analyze the mechanical behavior of
the system steel/coating; in addition, the lack of infor-
mation about the thermomechanical properties of the
individual phases that constitute the coating should
be added to this difficulty, as well as the properties of
the interfaces [2].

The failures of hot galvanized coatings have been
related with the residual stresses generated in their
manufacturing process. The microcracks induced in
the solidification process frequently occur on the gal-
vanized coating, due to large mismatch between the
thermal expansion coefficients of the zinc coating and
the steel substrate. This may significantly influence on
the density of cracks that are formed in the zinc layer,
and in the further delamination of the coating under
load [3].

There is a diversity of mechanical properties that
may be evaluated in the coatings. Both the elastic and
plastic properties are important for a specific applica-
tion or demand. The ductility of the coatings depends
on factors such as grain size, crystallographic orienta-
tion, working temperature, thickness of the coating,
chemical composition, morphology and distribution of
the phases that constitute the microstructure of the
coating [4].

The double-dip process consists of consecutively
submersing the steel in two liquid baths with different
chemical composition. It is important to mention that
most of the galvanizing processes by hot immersion
are of simple or unique immersion, where the steel is
submersed in a bath with specific chemical composi-
tion that provides the coating its mechanical, chemical
and physical properties.

Nevertheless, the operational conditions in the man-
ufacturing process, the microstructure and proper-
ties of the Zn/Zn-5%Al double-dip galvanized coat-

ings have been scarcely studied. It is known that
Galfan®(Zn-5%Al) baths provide greater resistance
to corrosion and better ductility than conventional Zn
baths. These characteristics may be found in the ex-
ternal zone of the coating, once the second immersion
has been carried out, without requiring to change the
fluxing systems in the preparation of the steel. Infor-
mation regarding the possible industrial application of
double-dip coatings has been little disseminated, but
it is estimated that they can be used in components
located in more severe corrosion environments, where
traditional Zn coatings exhibit a lower protecting per-
formance.

For that matter, the objective of this research work
is to evaluate the mechanical properties of Zn/Zn-5%Al
coatings applied using the hot double-dip technique,
with varying times of immersion in the liquid baths.

2. Materials and methods

Samples of AISI 1020 steel, of dimensions 100 mm x 38
mm x 3 mm, were employed to conduct this research.
The surfaces of the samples were degreased with 17
% NaOH for 5 minutes at 60 °C; for the abrasion
they were submersed in a solution of 18% hydrochloric
acid for 1.5 minutes at 80 °C and, at last, they were
submersed for 5 minutes in a 30 g/600 ml solution of
ammonia chloride for fluxing, at a temperature of 70
°C, and then dried with air at ambient temperature.
The double-dip hot galvanizing process was carried out
experimentally, in a vertical electrical furnace that con-
tains two crucible with each of the liquid baths, namely
a type I bath of pure Zn, and a type II bath of Zn
with 5 % in weight of Al (Galfan®); the temperature
of the baths was 550 °C ± 10 °C.

The working temperature was determined by means
of previous tests, where it was found that the fluidity of
the dip baths was notably low at smaller temperatures,
thus making difficult the immersion and emersion of
the steel samples in the liquid baths.

It is important to remark, that the microstructural
evaluation of the double-dip coating under the same
operational conditions was previously reported [5]; the
microstructural characteristics described in [5] will be
taken as reference in this work.

The Zn/Zn-5%Al coatings were made with different
immersion times: 30 s in each bath (pure Zn and Zn
with 5% in weight of Al), for a total immersion time
of 60 s; 45 s in each bath for a total immersion time
of 90 s and 60 s in each bath for a total immersion
time of 120 s; 3 samples were galvanized with each
total immersion time. Table 1 shows the operational
parameters of the double-dip galvanized process.

The transverse sections of the double-dip galva-
nized samples were prepared using conventional meth-
ods, cut with abrasive disc, roughing with sandpaper,
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and mechanical polished with alumina suspension, to
determine the thicknesses of the coatings by means of
optical microscopy and carry out Vickers microhard-
ness profiles.

Table 1. Parameters of the double-dip galvanized process

Operational parameters
Chemical composition Type I bath: 100 % Zn

of the baths Type II bath: Zn-5 % weight Al
Time of immersion 30, 45 y 60 sin each bath
Total immersion 60, 90 y 120 stime

Immersion Quietoway
Temperature 550 ◦C ± 10 ◦Cof the baths
Cooling after

Quiet airthe extraction

The Vickers microhardness tests were conducted
taking measurements from the steel/coating interface
through the coating up to its surface, with a load of
50 g. Six microhardness profiles were carried out for
each total immersion time, making indentations every
50 µm (approximately), and the obtained values were
plotted vs. distance, for each total immersion time.

In order to evaluate the relative ductility of the
coatings, the samples were deformed up to the critical
angle, which is the angle under which the beginning of
the macroscopic cracking in the critical deformation
zone, can be visually observed at the moment of the
test [6]. The B arrangement for semi-guided tests, sug-
gested by the standard ASTM E-290 [7], was utilized
for the bending test (see Figure 1).

Afterwards, the transverse sections of the samples,
tested by means of optical microscopy, were exam-
ined, in order to identify the different types of cracks,
and describe qualitative and quantitatively the dam-
age induced by the flexion. For this purpose, it was
determined the density of cracks (number of crack-
s/mm) formed perpendicularly to the steel/coating
interface, in the tensioned zone of the samples. These
measurements were carried out along a 20 mm long
arc, symmetric with respect to the maximum point of
flexion (Zone A), as shown in Figure 1 [8].

On the other hand, a statistical analysis of the
results was carried out by means of a unidirectional
variance analysis (ANOVA), comparing the probabil-
ity factors obtained with the Fisher F statistic, for a
reliability of 95 %. The total immersion times were
related with the thickness of the coating, the critical
angle and the density of confined and not confined
cracks

Figure 1. Scheme of the flexion test according to the
ASTM E-290 standard. Arrangement B for semi-guided
bending test of thin samples with a retained extreme; zone
A will be the examined zone [7].

3. Results and discussion

All the coatings obtained using the double-dip method,
are according the specifications of the ASTM A-123
standard: «Standard Specification for Zinc (Hot-Dip
Galvanized) Coatings on Iron and Steel Products» [9]
(see Figure 2).

The coatings presented commercially acceptable
superficial characteristics. Regarding the superficial
finish, all samples exhibit continuity and do not have
zones without coating nor of varying roughness. With
respect to the superficial appearance, the double-dip
galvanized coatings do not have ampoules nor slag.

The thicknesses of the coatings were sufficiently
large, in the range 450-650 µm (see Figure 3), com-
pared to commercial zinc coatings that are in the order
of 100 µm. Figure 3 clearly shows that the thicknesses
of the coatings vary significantly with the total immer-
sion time: as the total immersion time increases, the
total thickness of the coating also increases.
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Figure 2. Muestras de acero recubiertas con la técnica de
doble inmersión, para diferentes tiempos de inmersión a)
60 s, b) 90 s y c) 120 s.

The ANOVA carried out shows that
Fexperimental = 171, 51 and F0,05(2, 51) =
3, 18; i.e., Fexperimental > F0,05(2, 51) and
Pexperimental < 0, 05; therefore, the null hypothe-
sis is rejected and the thickness of the coating varies
significantly with the total immersion time.

Figure 3. Gráfica de caja del ANOVA para el espesor to-
tal de los recubrimientos galvanizados por doble inmersión
en función del tiempo total de inmersión.

The large thicknesses obtained, compared to com-
mercial zinc coatings, suggest that the immersion in
the second bath (Zn-5%Al) and the reactivity or syn-
ergy of both dip baths, determine the increase in the
total thickness of the coating.

The reactivity of the chemical species, mainly Zn,
Al and Fe and the growth kinetics of the formed phases
in the second immersion, may be preponderant in the
increase of the thickness of the double-dip galvanized
coatings. Another important factor that may increase
the velocity of the reactions and the growth kinetics
is the working temperature, which was 550 °C; this
value is utilized in the called galvanized at «high tem-
peratures».

For the case of the double-dip galvanized coatings,
it is difficult to determine which mechanism controls
the kinetics of the total growth of the coating. It is
estimated that for the first immersion bath (pure Zn),
the growth of the coating thickness follows a nonlinear
behavior with respect to the immersion time, as indi-
cated by the literature [2, 10, 11]; but when the steel
is immersed in the second bath, which contains 5 %
of weight of aluminum, it could give place to the fast
formation of Fe-Al-Zn compounds, which influences
the type of behavior of the growth of the coating [5],
thus increasing the velocity of initial growing, as shown
by the large thicknesses obtained.

Nevertheless, the type of kinetics of the growth
of the double-dip galvanized coating is still nonlinear,
which indicates that the total mechanism that controls
the growth of the coating is the diffusion of species,
despite of the chemical reactions that can be generated
in the second dip bath. It is estimated that the veloc-
ity at which these reactions occur, may determine the
growth of the thickness of the coating in the second
dip bath, but does not determine the type of kinetics
of this growth.

The general microstructural characteristics inde-
pendent of the total immersion time, were described
in [5]. They defined three zones in the double-dip galva-
nized coatings: Zone I, constituted by phase δ of faceted
morphology in the steel/coating interface, which signif-
icantly varies with the total immersion time and phase
η; zone II shows high microstructural heterogeneity
and is mainly constituted by three phases, namely
phase η which appears as a matrix, phase δ and Fe-Al-
Zn micro-segregated ternary compounds of rounded
morphology; and zone III is constituted by phases η
and Fe2Al5Znx compounds of rounded morphology.

It is evident in Figure 4 that there exists a similar
trend in the microhardness values obtained for the
three total immersion times. In zone I, specifically in
the area adjacent to the steel/coating interface, the
microhardnesses are elevated, with a general average
of 254 HV, because it corresponds to the value of
microhardness of phase δ (FeZn10Alx - FeZn7Alx).

After this area, a considerable decrease in the values
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of microhardness is observed, with a general average of
19 HV, which corresponds to phase eta, η (pure Zn).

In zone II there exists a slight trend of the micro-
hardness to increase to values in the range 100-200 HV,
due to the presence of Fe-Al-Zn precipitated ternar-
ies in a hard phase δ; however, this zone presents a
large microstructural heterogeneity and, as a conse-
quence, there is a high variability of the values of
microhardness. At last, in zone III the microhardness
oscillates around 100 HV, in a microstructure basically
constituted by Fe2Al5Znx precipitated in a matrix η
of practically pure Zn.

The values of microhardness for phase δ and η
formed in zone I of the coatings, for each total immer-
sion time, are similar to the values of microhardness
reported by other authors [4, 10–14]. For zones II and
III, it is difficult to find reference values of microhard-
ness, especially for zone II because of the presence of
great heterogeneity; the microhardness values of zone
III could be compared with the hardness values in
Galfan®coatings, but these values may vary depend-
ing on the cooling conditions of the coating after it
is extracted from the bath, since it may modify its
eutectic structure making it thinner for faster cooling.
It has been found that for coatings with 4.5 % weight
of Al, the microhardnesses are between 75.1 and 76.2
HV [15], slightly smaller than the obtained for zone
III in this study, which are close to 100 HV.

Figure 4. Vickers microhardness profiles for double-dip
galvanized coatings, with total immersion time: a) 60 s, b)
90 s y c) 120 s.

The thickness of each zone of the double-dip galva-
nized coatings, depends on the immersion time in each
bath; therefore, the trend of the microhardness values
for each zone of the coatings is widened or reduced
depending on the length of each zone. For example: the
length of zone III in the coatings with an immersion
time of 60s is much smaller compared to the length
of zone III in the coatings with an immersion time of
120s, so the extension or trend of the microhardness
values in this zone is broader in the coatings with 120s
immersion time. This condition might influence the
mechanical behavior of the coatings, specifically in
their ductility.

Figure 5 shows the coated samples tested by bend-
ing up to the critical angle, for a total immersion time
of 60s.

Figure 5. Samples 1, 2 y 3 with double-dip galvanized
coatings with a total immersion time of 60s, tested by
bending. The critical angle can be observed: superior view
(a, b y c), transverse view (d, e y f).
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The superior view of the surfaces of maximum bend-
ing in the tested coated samples is shown, where it can
be seen the beginning of the macroscopic cracking of
the coating (indicated by red arrows); the transverse
view of the critical angle for each of the samples is also
shown.

A unifactorial ANOVA variance analysis was con-
ducted, to determine the influence of the total immer-
sion time on the critical angle. For this experiment,
the null hypothesis was that the critical angle does not
vary with the total immersion time for the three levels
under study, i.e. 60, 90 and 120 seconds.

Figure 6 is a box plot that shows the results of the
ANOVA, and the influence of the total immersion time
on the critical angle of the double-dip galvanized coat-
ings. Observe the means and the intervals according
to the standard deviation of the measured values of
critical angle for each total immersion time. Since the
mean values are significantly different, the representa-
tive boxes of each level of study (60, 90 y 120 s) do
not overlap.

Figure 6. ANOVA box plot of the critical angle as a func-
tion of the total immersion time, in double-dip galvanized
coatings.

The ANOVA shows that Fexperimental = 38, 93
and F0,05(2, 6) = 5, 14; therefore, Fexperimental >
F0,05(2, 6) and Pexperimental < 0, 05; therefore, the
null hypothesis is rejected and the critical angle varies
significantly with the total immersion time: as the total
immersion time increases, the critical angle decreases.

In thick coatings, as the ones under study, the mag-
nitude of the residual stress depends on the thickness
of the coating. This residual stress develops during the
formation of the coating and the further cooling; in
general, it is produced during the formation of individ-
ual layers, due to the differences in the molar volume
of each of these layers, as well as during the cooling
from the immersion temperature, due to the mismatch
of the thermal tensions as a result of the differences in
the thermal expansion coefficient of the substrate and
the different phases that constitute the coating; these

residual stresses significantly increase as the thickness
of the coating increases [2, 16].

Due to this, it is expected that the critical angle
varies with the total thickness of the coating. For large
thicknesses, it is estimated that the residual stress will
be greater in the coatings, and therefore pre-existing
microcracks in phase δ, new microcracks formed in
the same phase during the deformation, and in other
zones of the coating subject to tension in the bend-
ing state, evolve to macrocracks which are visible at
smaller bending angles, when compared with coatings
of lesser thicknesses.

In bending tests, the critical angle has been re-
lated to the total thickness of the layer δ + ζ, phases
adjacent to the steel/coating interface for traditional
galvanized [6], determining that the critical angle de-
creases as the thicknesses of the intermetallic layers
Zn-Fe increase. Nevertheless, for double-dip galvanized
coatings, it is estimated that the critical bending an-
gle depends, not only on the thickness of the phase δ
but, as it has been already commented, also the total
thickness of the coating has a significant influence due
to the residual stresses generated in thick coatings.
Another important factor that could have influence
in the critical bending angle, are the thicknesses and
sizes of the different zones of the double-dip galvanized
coatings, and thus the mechanism of formation and
growth of the microcracks generated in each of them.

The quantified cracks were classified in two types:
not confined, which extend along the coating and ex-
pose the steel substrate to the atmosphere, and con-
fined, which do not extend along the whole thickness
of the coatings. The latter were sub-classified in a qual-
itative manner in the double-dip galvanized coatings.

Figure 7 is a box plot which shows the results of
the ANOVA, and the influence of the total immersion
time on the density of confined and not confined cracks
of the double-dip galvanized coatings.

Similarly, observe the means and the intervals ac-
cording to the standard deviation, of the measured
values of crack densities for each total immersion time.
Since the means are not significantly different, the
representative boxes of each level under study (60,
90 y 120 s) overlap, which indicate that changes in
the immersion times do not significantly influence the
density of both types of crack.

The ANOVA shows that Fexperimental = 3, 59 for
the density of confined cracks, the Fexperimental = 3, 73
for the density of not confined cracks and F0,05(2, 6) =
5, 14; therefore, for both cases Fexperimental <
F0,05(2, 6) y Pexperimental > 0, 05. Then, the null hy-
pothesis is accepted, and the density of confined and
not confined cracks do not vary significantly with the
total immersion time, for double-dip galvanized coat-
ings tested up to the critical angle.
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Figure 7. ANOVA box plot of the density of confined and
not confined cracks as a function of the total immersion
time, in double-dip galvanized coatings

Nevertheless, it is important to remark that the
bending test applied to the double-dip coated samples,
for the different total immersion times, was conducted
up to the critical angle which, as has been statisti-
cally demonstrated, varies significantly with the total
immersion time. Therefore, the samples were tested
at different angles, for the different immersion times,
up to the beginning of the macroscopic cracking; this
implies that all tested samples present macroscopic
cracking in the critical deformation zone (see Figure
5).

This could explain why the density of the cracks do
not vary significantly with the total immersion time.
All the double-dip coated samples were tested by bend-
ing up to the macroscopic cracking and, hence have, in
average, the same density of confined and not confined
cracks.

In the double-dip galvanized coatings tested by
bending up to the critical angle, independently of the
total immersion time the following general characteris-
tics and type of perpendicular microcracks to the steel
substrate were observed, and studied qualitatively:

i. Confined cracks in phase δ, which could be in
turn divided in microcracks pre-existing at the bend-
ing test, and microcracks formed in the bending test
(Figure 8a); these represent the majority of confined
cracks.

ii. Confined cracks that are present along the whole
zone II of the coating, formed at the bending test (see
Figure 8a).

iii. Confined cracks that extend from phase δ up
to the end of zone II of the coatings. It is possible
that these cracks result from the advancement of type
i cracks in the bending test (see Figure 8a).

iv. Confined cracks that extend from the surface of
zone III of the coatings up to zone II, formed during
the bending test (see Figure 8b).

v. Not confined cracks that extend along the whole
double-dip galvanized coating (see Figure 8b).

The macroscopic cracking of the coatings consti-
tute the step previous to the failure, in general by
delamination of the galvanized coatings; however, in
the double-dip coated samples tested by bending up
to the critical angle, there was no evidence of macro-
scopic delamination of the coating. The beginning of
cracking longitudinal or parallel to the substrate in
the steel/coating interface, was determined in the base
of some not confined cracks.

It is important to remark that it was not noted
longitudinal cracking inside the described zones or be-
tween them in any of the double-dip coated samples,
which implies an excellent cohesion between the zones
formed in each of the dip baths.

Figure 8. Optical micrography of the types of microcrack
found in double-dip galvanized coatings tested up to the
critical angle: a) Coating with a total immersion time of
60 s, showing microcracks of type i, ii and iii, b) Coating
with a total immersion time of 120 s, showing microcracks
of type iv and v.

Even though in the present study no observations
were performed about the behavior in the initiation
and propagation of cracks for different bending an-
gles, based on what was observed in the double-dip
galvanized coatings tested up to the critical angle, the
initiation and propagation of cracks can be described
in the following manner:

First, once the steel samples have been coated by
the double-dip, there is a great quantity of residual
stresses in the coating that increase with the total
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thickness of the coatings, and cause the formation of
confined microcracks in the phase δ of zone I, type i
microcracks pre-existing at the bending test, which in
general are perpendicular to the steel substrate, for a
bending angle of 0°, α0.

Once the deformation of the double-dip coated sam-
ples begins in the bending test, new type i microcracks
are generated in the phase δ, and it is possible that
microcracks extending along the whole zone II will si-
multaneously start to generate, type ii microcracks for
bending angles α0 > α0. It is important to remember
that phase δ is one of the hardest in double-dip coat-
ings, with an average microhardness of 254 HV. Zone
II presents values of microhardness in the range 100-
200 HV, with great microstructural heterogeneity; it is
constituted by phases δ, η and Fe-Al-Zn ternary pre-
cipitates. The latter could act as stress concentrators
that facilitate the growth and propagation of cracks,
which would imply the presence of critical areas for
the formation of new type ii microcracks.

The advancement of pre-existing cracks and the
formed in the bending test, in phase δ towards zone
II of the double-dip galvanized coating, require that
these microcracks cross phase η in zone I. This phase
is soft and the microcracks could tend to be blocked in
it, without advancing towards zone II of the coatings;
in fact, the majority of these cracks seem to stay as
type i confined cracks, and represent the majority of
the confined microcracks observed in the double-dip
coatings; this could explain the difference between the
density of confined and not confined cracks (Figure 7).
Perhaps, only a small amount of these type i cracks
will exceed the necessary critical stress to advance
through phase η, and once in zone II (zone with more
hardness than phase δ) continue advancing through
its end, becoming type iii cracks for bending angles
α2 > α1.

On the other hand, in the opposite direction, from
the surface of the coating in zone III, even though this
zone presents a microhardness ≈ 100 HV, with a soft
matrix of η and Fe2Al5Znx hard precipitates, micro-
cracks resulting from the tensions generated by the
bending test initiate and propagate towards the steel
substrate; this zone is subjected to the greatest tension
during the test, and type iv cracks are generated; these
cracks formed on the surface penetrate towards the
steel/coating interface, for bending angles α3 > α2.

With the increase of the applied tension, and thus
of the bending angle up to the critical angle αcrit > α3,
possibly the type ii and iii cracks and the microcracks
generated in the type iv tensioned surface will gen-
erate type v cracks, not confined cracks that extend
along the whole coating, which become evident macro-
scopically in the surface of the double-dip galvanized
coatings. In general, the space between the transverse
cracks decreases at this moment, and the type v cracks
extend or grow in the longitudinal direction adjacent to

the steel/coating interface, initiating the delamination
of the galvanized coating.

As it has been said before, it is estimated an in-
crement of the residual stresses generated in the man-
ufacturing process of double-dip galvanized coatings,
with the increase of the total thickness of the coating.
For example, it has been observed that for coatings
with a total immersion time of 120s, the thickness of
the zones is, in general, greater than the thickness
of the zones in coatings with total immersion times
of 90 s and 60 s; therefore, it is estimated that the
possible residual stresses that are generated in each
of the zones described in the coatings increase with
the thickness of such zones. On the other hand, in the
coatings tested by bending, the confined microcracks
represent the majority of the cracks observed and de-
scribed for double-dip galvanized coatings, and these
microcracks are the ones that evolve and grow becom-
ing not confined cracks. Even though the density of the
confined and not confined microcracks does not vary
with the total immersion time in the samples tested up
to the critical angle, as has been statistically shown,
the thickness of each of the zones of the coatings in-
deed seem to increase with the immersion time. The
thickness of each zone might determine the evolution
and growth of the confined cracks, thus determining
the critical angle. The microcracks type i, ii and iii
might be longer in more tensioned zones for thicker
coatings, which would help these to evolve more easily
to type v microcracks.

Therefore, it is estimated that, for thicker coatings
with possible residual stresses in tension, the confined
microcracks evolve and grow until becoming not con-
fined cracks for smaller bending angles, as compared
with thinner coatings.

Then, the relative ductility of the double-dip galva-
nized coatings is significantly influenced by the total
thickness of the coatings, and possibly the thickness
of the different zones of the coatings and the residual
stresses present in each of them have influence on this
property, where it is observed a significant decrease of
the critical angle as the immersion time increases.

4. Conclusions

The total immersion times utilized in this study are
statistically influential in the total thicknesses of the
coatings and on the critical angle, but not on the den-
sity of the cracks encountered in the samples tested
by bending up to the critical angle.

The relative ductility of the double-dip galvanized
coatings is influenced by the total thickness of the
coatings; possibly the thickness of the different zones
of the coatings and the residual stresses present in
each of them have influence on this property, where
it is observed a significant decrease of 54 % of the
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critical angle as the total immersion time increases;
the samples coated with a total immersion time of 60
s show the best behavior in the bending test.
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Abstract Resumen
Water heating in the Ecuadorian residential sector has
become a space for research and development, due to
the attempt to mitigate the current spending of people
and at the same time contribute actively to the energy
efficiency processes that are gaining strength in the
country. This paper conducts a comparative analysis
between different techniques for controlling the water
temperature in a residential system using an electric
heater. The response of a direct phase control AC /
AC converter was analyzed, which allows to delay the
firing angle of the AC wave and the response of the
ON / OFF control that activates or deactivates the
heater during a pre-established number of half-cycles
of alternating current. For the tests, a prototype of
electric heater was implemented with a coil of 14
meters based on electrical resistances. Then, with the
temperature responses generated from each converter,
the transfer function of each system was identified,
since both differ in its heat transmission technique
and, thus in its mathematical model. Afterwards, a
PID controller was tuned for each system, obtaining
good results of temperature response in both cases,
but only one was efficient regarding energy saving.

El calentamiento de agua en el sector residencial ecua-
toriano se ha convertido en un espacio de investigación
y desarrollo, debido al intento de mitigar el gasto co-
rriente de las personas y a la vez contribuir de manera
activa a los procesos de eficiencia energética que van
tomando fuerza en el país. En el presente documento
se muestra un análisis comparativo entre diferentes
maneras de controlar la temperatura del agua para un
sistema residencial utilizando un calentador eléctrico;
se analizó la respuesta de un conversor AC/AC de
control de fase directa que permite retrasar el ángulo
de disparo de la onda de corriente alterna y la res-
puesta del control ON/OFF que activa o desactiva
el calentador durante un número preestablecido de
semiciclos de corriente alterna. Para las pruebas se
instaló un prototipo de calentador eléctrico con un
serpentín de 14 metros a base de resistencias eléctri-
cas; con las respuestas de temperatura que se generan
de cada conversor se procedió a identificar la fun-
ción de transferencia de cada sistema ya que ambos
difieren en su técnica de transmisión de calor y a
la vez en su modelo matemático. Posteriormente se
procedió a sintonizar un controlador PID para cada
sistema, obteniendo buenos resultados de respuesta
de temperatura en ambos casos, pero solo uno resultó
eficiente en ahorro energético.

Keywords: control, PID, AC / AC converters, tem-
perature, water, efficiency

Palabras clave: control, PID, conversores AC/AC,
temperatura, agua, eficiencia
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1. Introducción

The liquid petroleum gas (LPG) is the most commonly
used energy source in Ecuador for heating water and
cooking food, but starting from the change of the en-
ergy matrix, these type of devices are subject to a tax
of 100 % over its commercial value, according to article
82 of the tax regime regulation [1], which is the reason
why it has been decided to promote the use of other
type of heaters as alternative to the significant cost
increase of LPG heaters.

Original patents of a gas heater are shown in [2]
and [3]; note that these devices have been in the mar-
ket for a considerable time. The method of operation
of these devices is found in [4], while a complete study
of control techniques for this type of heater can be
observed in [5]. One of the main problems of these de-
vices is their high pollution, as mentioned in [6] based
on a study conducted in the city of Loja – Ecuador;
this problem generates major drawbacks in the health
of persons. A pertinent analysis about these health
issues can be found in [7].

On the other hand, the heaters that use GLP have
a greater or smaller operating cost depending on the
value of the GLP in each region; [8–10] show compar-
ative studies between the use of a GLP heater and
other residential water heating alternatives, such as,
solar heaters or natural gas heaters. The benefit of
one or other system specifically depends on the price
of each energy source, taking into account that this
will depend on the resources of each nation; there
are countries with enormous hydric sources, such as
Ecuador, and countries which have easy availability
of petroleum derivatives, while in some developed na-
tions, such as Germany, it has been chosen to regulate
the self-consumption; more than one million house-
holds incorporate solar panels. Recently Spain also
adopted this way by eliminating the solar tax [11],
action with which the Government expects an increase
in the self-consumption to benefit national resources.

A valid alternative for replacing the water heating
systems that use GLP, for increased security and re-
duced generation of contaminant gases, are the electric
heaters. According to [12], electric heaters play an im-
portant role in heating systems, and convert to heat 99
% of the energy they consume, i.e. the electric power is
almost the same as the thermal power. In [13], various
authors show the efficiency of an electric heater with
a control technique to regulate the temperature.

The authors in [14] make a very complete summary
of some types of electric heaters, and explain different
techniques for temperature control.

Currently, the most important drawback of electric
heaters is their high energy consumption, since a high
electric power is required for heating a certain flow of
water; in general, this power is generated by a neckline
that remains connected to the electrical network at

100 % of its power while a water faucet is open, thus
representing an elevated portion of the payment cor-
responding to the electrical service, moreover if this
device stays on various hours per day.

The proposal presented in this work results from
the combination of power electronics and the theory
of automatic control systems, to develop a prototype
that regulates the power dissipated in an electric neck-
line, thus reducing the energy consumption and also
improving the response in the water temperature.

To observe this type of response, regarding both
the efficiency and the temperature response, two static
AC/AC converters were put into operation, to com-
mand the on and off of four electric necklines, a full
cycle converter and a direct phase control converter;
the direct benefit can be found in [15]: both types of
converter can be implemented with the same power
electronics circuit (see Figure 1).

The microprocessor utilized to control the system
was one of the versions of the Arduino, which pro-
vide certain degree of versatility. According to [16],
an automatic faucet that enables a high temperature
of the fluid (around 40 ◦C) can be designed using
an Arduino Mega 2560 plaque, without problems of
electromagnetic noise nor interferences.

Figure 1. Simulation scheme of the AC/AC converter.

The operational principle of Arduino is analyzed
in [17], besides the interest of persons for utilizing this
plaque because it employs an easy to use simplified
version of C++.

According to [18] Arduino has memory, capacity
of autonomous processing, compilers of programming
languages such as C, and physical ports to intercon-
nect with devices that provide certain stability and
reliability in their utilization.

It is mentioned in [19] that, due to their low cost,
Arduino microcontrollers are used in engineering appli-
cations that commonly involve instrumentation, ma-
chine and structures monitoring, and control of me-
chanical systems.

For the implementation of the PID control sys-
tem, it is necessary to measure the physical variables
to be controlled. In this case, the controlled variable
is the temperature, which is measured using a NTC
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thermistor of a vehicle; these types of sensors are re-
liable, because they are designed to work in contact
with water, and have very low cost. In [20], the au-
thors present a simple explanation of the operation
of the NTC thermistors, and how they transform the
temperature signal into an electric signal.

It is mentioned in [21] that a circuit consisting of a
source, a thermistor and a resistor should be installed
for conditioning the thermistor; this circuit generates
a voltage divisor that is read by the microprocessor.
The temperature sensor maintains its characteristic ex-
ponential curve; thus it is required to acquire the value
with the thermistor equation in the microprocessor.

An analysis of the control circuit by phase angle is
included in [22]. The operation of this type of control
is based on an angle of delay to turn on the necklines,
both in the positive and negative semi-cycles of the
commercial electrical sinusoidal wave. Therefore, by
varying the firing angle, the power in each neckline is
controlled and the temperature transfer is regulated. It
is mentioned in [23] that the switch or circuit element
that controls the on and off of the necklines may be a
TRIAC or a set of 2 SCR in antiparallel connection.

The authors in [24] analyze the operation of the
ON/OFF control, namely control by integral cycle. Its
operation is based on turning a load on and off various
occasions in a period of time, such that the necklines
are on for a known number of cycles, which may change
according to the requirements of temperature.

A technique for tuning PID controllers is explained
in [5]. In this work it was chosen to utilize the Mat-
lab ARMAX model to obtain the transfer function
of each system, and subsequently tune two effective
controllers by means of the same software. The auto-
matic tuner of Matlab performs an iterative analysis
to find the best proportional (Kp), integral (Ki) and
derivative (Kd) parameters of the PID regulator. The
author in [25] mentions that although much more ro-
bust new control techniques have been developed, the
proportional-integral-derivative (PID) controller is the
control strategy mostly used in industrial applications;
it is estimated that more than 90 % of the control loops
utilize a PID controller, because it is a simple and effec-
tive strategy, and it does not require a great theoretical
foundation to be utilized in common processes.

2. Methods

The main objective of this work was to develop a proto-
type capable of heating water from a daily state in the
Ecuadorian mountain range, i.e. from approximately
17 ◦C to 40 ◦C, and by means of the prototype, provide
evidence of the control technique that has the best
performance in maintaining the temperature and in
energy efficiency.

The prototype is constituted by a coil with a length

of 14 meters, constructed based on 4 electric necklines
that are connected and disconnected from the com-
mercial electrical network of 220 VAC, as indicated by
the control techniques.

The control by integral cycle varies the number of
cycles in which the necklines remain open, with the
aid of a PID regulator. A cycle refers to a complete pe-
riod of the sinusoidal wave of the commercial electrical
network.

On the other hand, the control by phase angle
varies the firing angle that activates the necklines. If
the period of the sinusoidal wave is 16.66 ms, each
semi-cycle lasts 8.33 ms, and thus the firing angle may
vary between 0 and 8.33 ms to turn on and off the
necklines, according to the temperature requirements.

2.1. Power of the necklines

The power is dimensioned considering a flow of 4 liters
per minute and a pipe with a 3/8 inches’ diameter.
The required area of the pipe is given by

A = π

4 × θ2 (1)

The velocity of the water for the aforementioned
flow is determined as is

v = Q

A
(2)

If the objective is to heat 4 liters of water each
minute, it is determined that each liter of water should
remain exposed to the heater for 15 seconds, and thus
the length of the heating pipe is given as

L = v × t (3)
It is concluded from the calculations, that it is re-

quired a heating coil of at least 14 m long. Then, the
volume of water inside the coil is calculated as

V = A× L (4)
The next step is to determine the heat that needs

to be transmitted, which is given by

Q = m× c× ∆T (5)
Where:

Q is the heat, m is the mass of the substance, c is
the specific heat of the water, and ∆T is the variation
of the temperature.

Then, the mass of water contained in the coil is
calculated with the desired variation of the tempera-
ture, the volume of water in the coil and density of the
water. AT last, the required power for the necklines is
obtained as

P = Q

t
(6)
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It is concluded that the required minimum power
is 6500 watts.

2.2. Configuration of the flow sensor

The flow sensor is configured, determining the number
of pulses generated by this element when a liter of
water passes through it.

The flow is determined counting the number of
pulses generated by the sensor in a second by means
of an interruption, as shown in the flow diagram of
Figure 2.

Figure 2. Calibration of the flow sensor.

2.3. Configuration of the temperature sensor

The temperature is determined by means of a thermis-
tor, whose specific characteristic is given by

β =
ln

(
RT 1
RT 2

)
1

T 1 − 1
T 2

(7)

where T1 is the temperature given in Kelvin de-
grees, β is a parameter of the sensor, RT1 is the resis-
tance of the thermistor, RT2 is the reference resistance
of the thermistor and T2 is the reference temperature
of the thermistor.

To calculate the β parameter, it is necessary to
have resistance values at two different temperatures
of the thermistor, and those values should be simply
substituted in equation (7). A voltage divisor that in-
dicates the variation of temperature is used to acquire
the signal of the thermistor, but without linearizing
the sensor to keep a more reliable reading.

Further the programming is done, to enable apply-
ing the values that determine the real temperature, as
can be seen in the flow diagram of Figure 3.

Figure 3. Reading of the temperature sensor.

2.4. Programming of the ON/OFF control

The ON/OFF control is initialized with an interrup-
tion, generated by a pulse sent by a circuit that detects
the zero crossing of the alternate current wave. This
detection initializes a counter, which will be compared
with the variable ton that acts as the set-point of the
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system, and is controlled by an external device; this
variable may take values in the range from 0 to 600
semi-cycles of the AC wave.

Values in this range were used because there are
120 pulses in one second, and the control is designed
for a fixed period of 5 seconds. If the counter is smaller
than ton, a new comparison is carried out to verify if
there is water circulating in the system. If both com-
parisons are true, the TRIACS are turned on (two
per phase), otherwise the TRIACS are deactivated. At
last, if the counter is greater than 600 it is reinitialized,
thus starting a new cycle.

The information generated, such as the real tem-
perature and the value of set-point, are sent through
the serial port to a software designed in Matlab, to
obtain information to model the system and to analyze
the operation.

2.5. Programming of the direct phase control

In the programming of the direct phase control, a
counter is initialized once the pulse generated by the
zero cross circuit is detected. This counter will be
compared with a variable Set Point, which is similarly
controlled by an external device that takes values in
the range from 0 to 180. Considering that a semi-cycle
of the alternating current wave last 8.33 milliseconds,
a Set Point of 0 represents a delay time of 0 ms for
the firing, while a Set-Point of 180 represents a delay
time of 8.33 ms.

Since the timer of the microprocessor was defined
at a frequency of 46.28 microseconds, this should be
multiplied by values from 0 to 180 to have the counter
of the timer in the range from 0 to 8.33 milliseconds,
respectively.

If the counter is greater than the Set Point, a new
comparison is carried out to verify if there is circulation
of water in the system. If both comparisons are true,
the TRIACS are turned on and thus the necklines;
otherwise, they are deactivated.

At last, once the TRIACS have been activated, the
counter is reinitialized waiting to be activated by a
new interruption.

3. Experimental results

3.1. Test of the operation of the ON/OFF con-
trol

Once the ON/OFF controller was put into operation,
its normal functioning was verified by means of an
oscilloscope. Figure 4 shows the waveform of how the
necklines are turned on and off, during a certain num-
ber of alternating current semi-cycles.

Figure 4. ON/OFF control signal.

3.1.1. Test of the operation of the direct phase
control

After the control by phase angle was programmed,
its correct operation was verified observing the form
of the voltage wave across the load with the aid of
an oscilloscope. It can be seen in Figure 5, that the
alternating current wave is varying its firing angle.

Figure 5. Wave form of the control by phase angle.

3.2. PID and ON/OFF control

3.2.1. Data collection

Once the communication port and the bounds in the
Matlab software are configured, data of real tempera-
ture of the system and values of set-point are collected
during 17 minutes and 33 seconds, thus obtaining a
total of 30111 data points.

Once the data sampling is finalized for different
values of Set Point, the plot shown in Figure 6 was
obtained.
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Figure 6. Real-time reading of temperature (ON/OFF).

3.2.2. Tuning of the PID control

With the data collected, the transfer function was ob-
tained, corresponding to the system with ON/OFF
control.

Ft = 0.0185s+ 2.389e−8

s2 + 0.0003364s+ 2.087e−8 (8)

Using the PID Tuner tuning tool provided by Mat-
lab, the response shown in Figure 7 was obtained
corresponding to a steady-state with an excessively
long stabilization time; this situation was confirmed
in the physical prototype.

Figure 7. Temperature response for ON/OFF control with
PID.

Once the necessary adjustments in the PID con-
troller are carried out, the following PID constant
parameters were obtained

Kp = 13, 534
Ki = 0, 0126

Kd = 498, 9476
(9)

3.3. PID and direct phase control

3.3.1. Data collection

The data were sent in the same manner than the uti-
lized for the ON/OFF control, and the time of data

collection was 17 minutes and 47 seconds, for a total
of 30523 data obtained.

Once the collection of information was finalized,
the plot shown in Figure 8 and the transfer function
eres obtained.

Ft = 0.00016s+ 4.58e−7

s2 + 0.002929s+ 3.62e−7 (10)

The transfer functions corresponding to both con-
trol systems are different, due to the method utilized
to transmit the temperature of the water.

Figure 8. Real-time reading of temperature (direct phase).

3.3.2. Tuning of the PID controller

The tuning of the PID controller is carried out in a
manner similar to the one utilized for the ON/OFF
control, thus obtaining the plot shown in Figure 9
that represents the behavior of the system when this
controller is applied.

After the speed of response and the robustness of
the controller have been configured, the parameters of
the PID regulator were obtained as

Kp = 15, 8519
Ki = 0, 0126

Kd = 498, 9476
(11)

Figure 9. Temperature response for the direct phase con-
trol with PID.
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3.4. Tests of the operation of the controllers
with the implemented PID

3.4.1. Tests of the operation of the ON/OFF
control with the implemented PID

Figure 10 shows the temperature response of the sys-
tem with the implemented PID, where it can be ob-
served that the temperature stabilizes at the set-point
(red line) with an error smaller than one degree Centi-
grade; in addition, it can be seen that the stabilization
time is around 500 seconds.

Figure 10. Operation of the ON/OFF control with PID.

3.4.2. Tests of the operation of the control by
phase angle with the implemented PID

Figure 11 represents the operation of the control by
phase angle, once the PID controller has been imple-
mented. It can be seen that the temperature remains
stable after 1000 seconds.

Figure 11. Operation of the direct phase control with
PID.

3.5. Comparison of the controllers

3.5.1. Error elimination comparison between
the direct phase control and ON/OFF
control, after the PID has been imple-
mented

Based on the data obtained after more than 17 minutes
of testing for each control system, it is concluded that
the ON/OFF control stabilizes the water temperature
in almost half of the time than the control by phase
angle.

As can be observed in Figures 10 and 11 after
the temperature is stabilized, the direct phase control
maintains the temperature value in a more effective
manner than the ON/OFF control, namely, the di-
rect phase control is more robust than the ON/OFF
control.

3.5.2. Stability comparison between the direct
phase control and ON/OFF control, af-
ter the PID has been implemented

Figure 12 shows the real-time water temperature re-
sponse signal, using the ON/OFF control. It can be
appreciated that the control system takes approxi-
mately 1000 seconds to heat the water up to 38 ºC
(temperature of the test), and once this value has been
reached it remains stable for the time of duration of
the test, which was 90 minutes, with the exception of
a small variation of 2 degrees Centigrade for the last
500 seconds of the test.

Figure 13 shows the real-time water temperature
response signal, using the direct phase control. In this
case it is observed that the water reaches the set-point
of temperature in approximately 1100 seconds, almost
two minutes later than the ON/OFF control, and it is
observed that is has a variation of +/-1 degree Centi-
grade every 10 seconds. This may be due to a bad
tuning of the PID regulator or to the slowness of the
necklines in heating the water.

From this test it may concluded that, although the
temperature responses are very similar regarding sta-
bility, robustness and stabilization times, the ON/OFF
is more efficient.

Figure 12. Stability test of temperature for the ON/OFF
control with PID.
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Figure 13. Stability test of temperature for the control
by phase angle with PID.

3.6. Utilization cost of the control by phase an-
gle, ON/OFF control, electric shower and
gas heater

In the stability tests, each control system was utilized
for 90 minutes. The electric consumption of each con-
troller was measured considering such time, and it was
observed that the ON/OFF control consumed 5.45
kWh, while the control by phase angle consumed 2.93
kWh. These measurements were directly obtained from
an energy meter.

Taking into account that 5 persons consume 195
liters of water daily, and that the prototype has the ca-
pacity of heating 240 liters in one hour, the costs were
calculated considering the aforementioned consump-
tion for 22 days per month, which was estimated as
the average water usage for personal hygiene activities.

With these precedents, an approximate cost of
8.66$ was calculated when utilizing the ON/OFF con-
troller, and 4.97$ for the direct phase control.

The same projection was conducted for evaluat-
ing the consumption of the electric shower. A con-
sumption of 8.98$ was determined considering a 4500
watts’ shower, while heating the same amount of water
with a gas heater will require about two Ecuadorian
commercial cylinders, which represents a projected
consumption of 4.59$ of GLP.

Figure 14. Monthly consumption of the heating systems.

Revising the utilization costs of the electric shower,
the gas heater and the ON/OFF control, it is observed
that the latter consumes 38 cents less than the electric
shower, but 4.01$ more than the gas heater.

On the other hand, the utilization of an electric
heater with control by phase angle consumes 4$ less
than the electric shower, 3.63$ less than the heater
with ON/OFF control and only 38 cents more that
the GLP heater.

4. Conclusions

With the implementation of the water heating system,
and after conducting tests of operation of such system,
it was found that four necklines of 1650 watts each
and a 14 meters long coil built with a copper pipe of
3/8 inches’ diameter, were capable of increasing the
temperature of 4 liters per minute of water from 17 to
40 °C, as was theoretically described in the calculation
of the power of the heating resistances.

The prototype operates with a two-phase voltage
of 220 VAV, with each phase of 120 VA feeding two
necklines in parallel by means of two TRACS. Consid-
ering the power of the necklines, it can be said that
each power element should withstand a current of at
least 14.77 A. Once the tests of operation were carried
out, it is concluded that the electric and electronic
elements of the prototype efficiently withstand this
value of current, and they can operate without any
risk.

By means of the tests of operation of the tem-
perature controllers, it could be appreciated that the
ON/OFF control has a better response regarding op-
eration than the direct phase controller, namely, the
ON/OFF control has a lesser stabilization time and
better steady-state performance.

From an analysis of costs, it was found that the
direct phase controller has a consumption of 2.93 kWh
at maximum temperature, and the ON/OFF controller
consumes 5.45 kWh at the same condition. In other
words, from the energy viewpoint the direct phase con-
trol is more advantageous than the ON/OFF control.

Based on an evaluation of the benefits of each con-
troller, it is concluded that although the ON/OFF
controller exhibits a better response in operation, the
enormous saving of the direct phase control tilts the
balance to its implementation in future works. It is
also concluded that it is necessary to test more con-
trol techniques, such that the best model regarding
response in operation and costs is found. It is also
suggested to conduct a comparative analysis, to find
the effect of the different control techniques on the
electrical distribution network.
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Abstract Resumen
Composite materials and 3D printing currently con-
stitute an alternative for manufacturing automotive
parts. The objective of the present research was to
characterize a material composed by a photopolymer
resin matrix reinforced with natural abaca and cabuya
fibers and made by 3D printing, for its application in
auto parts manufacturing. The directional grid of the
air conditioning duct of an automotive is selected as
the subject of study, and its mechanical characteris-
tics are compared by means of experimental analysis
and computational simulation. A composite volumet-
ric reinforcement fiber with a fraction of 20% in the
two types of fibers, was proposed for manufacturing
the test specimens, and the bending test was carried
out according to the ASTM 790 standard.

Los materiales compuestos y la fabricación por im-
presión 3D son en la actualidad una alternativa en la
fabricación de autopartes. La presente investigación
tuvo como objetivo caracterizar el material compuesto
con matriz de resina fotopolimérica reforzada con
fibras naturales de abacá y cabuya fabricados por
impresión 3D, para su aplicación en la fabricación
de autopartes. Como objeto de estudio se seleccionó
la rejilla direccional del ducto de aire acondicionado
de un automotor; mediante análisis experimental y
simulación computacional se compararon sus caracte-
rísticas mecánicas. Para la fabricación de las probetas
de ensayos se propuso una fracción volumétrica de
fibra refuerzo del composite del 20 % en los dos tipos
de fibras, el ensayo a flexión se procedió según la
norma ASTM 790.
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As a result of the mechanical characterization of the
manufactured materials, it was obtained that the
maximum bending stress of the compounds reinforced
with abaca (77.53 MPa) and cabuya (83.26 MPa) de-
creased with respect to the matrix material (92.77
MPa), while the modulus of elasticity to bending of
the compounds reinforced with abaca (2211,33 MPa)
and cabuya (1806,03 MPa) increased with respect to
the matrix material (1689,64 MPa). This indicates
an increase in the rigidity of the characterized mate-
rials, making possible the substitution of the matrix
material.

Como resultado de la caracterización mecánica de
los materiales fabricados se obtuvo que el esfuerzo
máximo a flexión de los compuestos reforzados con
abacá (77,53 MPa) y cabuya (83,26 MPa) disminu-
yeron con respecto al material matriz (92,77 MPa).
El módulo de elasticidad a la flexión que presentaron
compuestos reforzados con abacá (2211,33 MPa) y
cabuya (1806,03 MPa) aumentaron con respecto al
material matriz (1689,64 MPa), lo que se traduce en
un aumento de la rigidez de los materiales caracte-
rizados, haciendo posible la sustitución del material
matriz.

Keywords: composite materials, 3D printing, abaca
fibers, cabuya fibers, photopolymer matrix.

Palabras clave: materiales compuestos, impresión
3D, fibras de abacá, fibras de cabuya, matriz fo-
topolimérica.
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1. Introduction

Natural fibers are used as reinforcement of polymers
in different places worldwide for manufacturing auto
parts, due to their features of light weight, low cost,
good mechanical properties, easy recycling which re-
duces waste and, since the vehicle becomes lighter, they
enable reducing contaminant emissions and saving fuel,
thus contributing to the worldwide environmental poli-
cies [1, 2].

Faruk et al. [3] state that in recent years the au-
tomotive industry has focused in the elaboration and
utilization of composite materials, integrating natural
fibers as a reinforcement element, for manufacturing
external and internal parts of the vehicle, contribut-
ing to the environment by adequately utilizing the
natural fibers with the best mechanical properties.
In 2015 Ahmad et al. [4] analyzed the use and ap-
plication of natural fibers such as jute, bamboo and
abaca, as reinforcement for composite materials in
the manufacturing of auto parts, from the analysis
of its chemical, physical and mechanical properties.
In addition, Roshdestwensky et al. [5] remark that
the use of these new materials is consolidating in the
aerospace and naval areas, favoring its application in
the manufacturing sector in particular the automotive,
employing natural fibers as replacement of synthetic
fibers present in the vehicle, reducing the weight and
cost of the automobile.

Guo and Leu [6] studied composite polymers rein-
forced with natural fibers in industrial applications,
evaluating the viability of fibers of data palms for the
automotive industry, obtaining an improvement in the
door panels of a Class E Mercedes-Benz regarding the
mechanical properties of the original material; this
was achieved utilizing an epoxy resin as matrix mate-
rial and embedding fibers of linen/sisal, reducing the
original weight in 20 %.

Li and Huang [7] researched about the application
of the fast prototyping technology in the manufactur-
ing of automotive parts, applying different methods
of 3D printing technology, such as stereolithography
(SLA), fused deposition modeling (FDM) and selective
laser sintering (SLS). The manufacturing times were
reduced, even for elements whose development is geo-
metrically complex; this enabled manufacturing com-
panies to reduce production times and costs, obtaining
significant economical earnings in series production.

Berchon and Luyt [8] stated that the 3D printing
technology brings benefits, such as: decrease of man-
ufacturing times, obtaining geometries of elements of
great complexity, reduction of the production chains or
stations, saving in the material utilized and decrease
of residues of the manufacturing process, compared
with conventional production methods.

Bonada, Muguruza and Ramis [9] stated that addi-
tive manufacturing may generate 3D parts or elements,

adding material layer by layer to manufacture com-
plex geometries without utilizing specific accessories or
tools. The PolyJet technology is a 3D printing method
that offers a superficial finish of better quality com-
pared to other methods of additive manufacturing,
with a great variety of materials for different indus-
tries and requested applications [10].

Callister [11] mentioned that the final properties of
the composite materials depend on the characteristics
of the two main components: matrix, interface and
reinforcement, taking into account in the latter the
shape, size, distribution and orientation; besides, sug-
gests that one of the main combinations of composite
materials are those reinforced with fibers that exhibit
excellent mechanical properties: resistance to the trac-
tion and elevated specific modulus, from low density
base elements both in the matrix and in the fiber. In
addition, the orientation, quantity and distribution
of the composite material, directly influence the final
mechanical properties of the composite [12], as shown
in Figure 1.

Figura 1. Possible orientations of the reinforcement in
a composite material: a) continuous and aligned fibers,
discontinuous and aligned fibers, and c) randomly oriented
discontinuous fibers; taken from [11].

Thanks to the advantage over traditional manu-
facturing techniques, the samples manufactured using
3D printing exhibit better mechanical properties than
fused models, thanks to the correct matrix-fiber inter-
face adhesion of the printed samples [13].

In current automotive vehicles, manually regulated
grilles are employed to direct the flow of air condi-
tioning; due to this, breaks are produced. Replacing
them by originals is occasionally not feasible, thus the
use of composite materials and manufacturing by 3D
printing results an attractive option.

From what has been previously explained, the ob-
jective of this study is to characterize the composite
material with photopolymer resin matrix reinforced
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with abaca and cabuya natural fibers and made using
3d printing, by means of computational simulation and
mechanical tests, for its application in manufacturing
of auto parts.

2. Materials and methods

The process of obtaining composite materials by means
of additive manufacturing technologies, to improve me-

chanical properties according to the abaca and cabuya
reinforcement fibers with a 20 % volumetric proportion,
is shown in Figure 2.

The constitutive materials of the composite were
two types of natural fibers (abaca and cabuya as rein-
forcement elements), and a photopolymer element as
the matrix for manufacturing the composite.

Figura 2. Steps for obtaining and validating the composite material.

2.1. Calculation of the fiber density of the
abaca and the cabuya

The procedure proposed by [13] is employed, which
determines the density of the pineapple fiber finding
the density of the resin by means of the construction
of test specimens, and then the construction of test
specimens with composite material. The density of the
fiber is determined as the difference.

2.2. Photopolymer matrix

The element used as organic/polymer matrix of the
composite material, is a photopolymer utilized in addi-
tive manufacturing with PolyJet technology VeroClear
RGO8 10) whose properties are shown in Table 1.

Tabla 1. Physical and mechanical properties of the matrix
material of the composite

Density Resistance Resistance YoungMaterial (g/cm3) to traction to bending Module (GPa)(MPa) (MPa)
Photopolymer 1.181 50-65 75-110 2-3matrix

The rule of the mixtures for composites reinforced
with fibers, is utilized for calculating the volumetric
fraction of the reinforcement fiber (cabuya and abaca,
respectively).

2.3. Rule of the mixtures for composites rein-
forced with fibers

«The rule of the mixtures will always give the density
of the composite reinforced with fibers» [14,15], which
shows the mathematical expression to obtain the den-
sity of the composite material, relating the volumetric
fractions and densities of the matrix and reinforcement
fiber as observed in Equation 1, where ρc = density
of the composite material, fm = volumetric fraction
of the matrix, ρm = density of the matrix, ff = vol-
umetric fraction of the fiber and ρf = density of the
fiber

ρc = fm · ρm + ff · ρf (1)
considering

fm = 1 − ff (2)
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For the analysis, it is proposed a 20 % volumetric
fraction of the reinforcement fiber in the composite
of the two types of fibers, namely abaca and cabuya,
from previous studies which reference the best results
for a volumetric fraction of fiber between 20 and 23 %.

2.4. Development of the geometrical model of
the test specimens

For the geometrical development of the test specimens
of the composite material, the ASTM 790 standard for
the bending test was applied with dimensions 153.6 ×
13 × 4 mm.

2.5. Additive manufacturing of the test speci-
mens

The additive manufacturing of the test specimens was
carried out in a 3D printer, injecting photopolymers
on a surface, deposited layer by layer with a 0.1 mm
resolution. An ultraviolet treatment between layers
is further applied hardening the resin; the printing is
paused to place a fiber layer with a volumetric fraction
of 20 %, and then the printing is resumed, as shown
in Figures 3, 4 and 5.

Figura 3. Additive manufacturing of the bending test
specimen with base material.

Figura 4. Additive manufacturing of the bending test spec-
imen with the composite material reinforced with abaca
fibers.

Figura 5. Additive manufacturing of the bending test spec-
imen with the composite material reinforced with cabuya
fibers.

2.6. Equipment

1) Universal test machine. The test machine
Metrotec, MTE 50 series, with a capacity of 50
kN, was employed to conduct tests for polymeric
materials, composite and light metals.

2) 3D Printer. The PolyJet technology, model Objet
30 PRO, which works with various engineering
materials and has a net printing capacity of 300
x 200 x 150 mm, was used for additive manufac-
turing of all test specimens.

3) Stove. Used for drying the fibers. It enables the
digital visualization of the temperature.

4) ASPEX Scanning electron microscope. Is em-
ployed to obtain micrographs of the transverse
sections of the test specimens tested for bending,
considering the three configurations carried out
in a detection range from 500 nm to 5 mm.

NX 10, which is a powerful engineering simula-
tion tool, was the software employed for the structural
simulation of the materials.

The results of the analysis and the graphs were ob-
tained using the statistical software STATGRAPHICS
Centurion XV (Trial version 15, StatPoint Inc., USA).
A factorial experimental design was utilized, in which
the effects of the abaca and cabuya fibers are studied
regarding the mechanical properties of the composite
materials with photopolymer matrix.

3. Results and discussion

The average density obtained for the abaca fiber was
1.226 g/cm3 and for the cabuya 0.665 g/cm3. The
results obtained in the characterization of the base
material, and of the composite materials reinforced
with the two types of fibers, namely abaca and cabuya,
are presented in the following.

3.1. Results of the bending test on the matrix
material

The additive manufacturing of five test specimens was
carried out for the bending test of the matrix material
under the ASTM 790 standard, with the purpose of
obtaining reference values. Figure 6 shows the test
specimens which, as can be seen, were fractured after
the test.

Figura 6. Test specimens of the matrix material.

Table 2 shows the values of the bending test carried
out on five test specimens of the matrix material of the
composite. The average value of the maximum bending
stress is 92.77 MPa, with a standard deviation of 9.67
MPa; of the modulus of elasticity secant to bending
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is 1689.64 MPa with a standard deviation of 216.59
MPa, and of the deflection is 8.72 mm with a standard
deviation of 0.96 mm.
Tabla 2. Results of the bending test on the matrix material

Material Recount Average Standard
Deviation

Maximum 5 189,33 19,58Force (N)
Maximum

5 92,77 9,67bending
stress (MPa)
Modulus of

5 1689,64 216,59elasticity
secant to

bending (MPa)
Maximum 5 5,13 0,61deformation (%)
Deflection 5 8,71 0,96(mm)

Note. The bending specimens of the composite matrix
material manufactured with 3D printing and PolyJet tech-
nology.

3.2. Scanning electron microscopy of the ma-
trix material

Figure 7 shows the micrographs of the transverse sec-
tion of the photopolymer resin, matrix material of the
composite materials.

Figura 7. Photopolymer resin of the matrix material of
the composite materials: a) 26X, b) 50X, c) 100X and d)
250X.

The micrographs shown were taken at different
magnifications to one of the test specimens after the

bending test, with the purpose of verifying if the test
specimen presents internal cracks between the printed
layers. The micrograph taken with a magnification
of 250X, enables verifying that the sample tested is
homogeneous and does not have internal fissures, thus
consolidating the values of mechanical properties of
the matrix material obtained after the bending test.

The additive manufacturing of five test specimens
of the composite material reinforced with abaca fibers
was carried out, for bending tests under the ASTM
790 standard. Figure 8 shows the test specimens after
the test, where it can be observed a partial tear of the
matrix material in the tested zone.

Figura 8. Test specimens of the composite material rein-
forced with abaca fibers.

Table 3 shows the results obtained on the bending
test, under the ASTM 790 standard, to the composite
material reinforced with 20 % of abaca fibers, manu-
factured by 3D printing and PolyJet technology. The
following average values of the material reinforced with
abaca fibers were found: maximum bending stress 77.53
MPa, modulus of elasticity secant to bending 2211.33
MPa and deflection 5.60 mm.

Tabla 3. Ensayo de flexión del material compuesto re-
forzado con fibra de abacá

Material Recount Average Standard
deviation

Maximum 5 153,99 20,73force (N)
Maximum

5 77,53 11,88bending
stress (MPa)
Modulus of

5 2211,33 225,41elasticity
secant to

bending (MPa)
Maximum 5 3,25 0,50deformation (%)
Deflection 5 5,60 0,89(mm)

3.3. Scanning electron microscopy of the com-
posite material reinforced with abaca
fibers

Figure 9 shows the scanning electron microscopy taken
to one of the test specimens tested, in the area of
fracture after the bending test.
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Figura 9. Composite material reinforced with abaca fibers:
a) 25X, b) 50X, c) 100X and d) 250X.

The micrographs were taken at different magnifi-
cations to one of the test specimens of the composite
material after the bending test. The micrograph taken
with a magnification of 250X, shows the poor adher-
ence between the reinforcement fibers and the matrix
material of photopolymer resin, namely, there is not a
good interface in the composite material.

The additive manufacturing of five test specimens
of the composite material reinforced with cabuya fibers
was carried out, for bending tests under the ASTM
790 standard. Figure 10 shows the test specimens after
the test. It can be observed that the test specimens
did not present a total tear, only a partial tear of the
matrix material in the tested zone.

Table 4 shows the results obtained on the bending
test, under the ASTM 790 standard, to the composite
material reinforced with 20 % of cabuya fibers. The
following average values of the material reinforced with
cabuya fibers were obtained: maximum bending stress
83.26 MPa, modulus of elasticity secant to bending
1806.03 MPa and deflection 7.93 mm.

Figura 10. Test specimens of the composite material re-
inforced with cabuya fibers.

Tabla 4. Bending test of the composite material reinforced
with cabuya fibers

Material Recount Average Standard
deviation

Maximum 5 185,86 13,54force (N)
Maximum

5 83,25 6,48bendign
stress (MPa)
Modulus of

5 1806,03 220,52elasticity
secant to

bending (MPa)
Maximum 5 4,67 0,74deformation (%)
Deflection 5 7,93 1,27(mm)

Note. The bending test specimens of the composite were
manufactured with 3D printing and PolyJet technology.

3.4. Microscopía electrónica de barrido del
composite reforzado con fibra de cabuya

En la Figura 11 se muestra una microscopía electrónica
de barrido realizada a una de las probetas ensayadas
en el área de la fractura posterior al ensayo de flexión.

Figura 11. Composite material reinforced with cabuya
fibers. a) 28X, b) 50X, c) 100X and d) 250X.

The micrographs were taken at different magnifi-
cations to one of the test specimens of the composite
material after the bending test, with the purpose of ver-
ifying if there is a good interface between the polymeric
matrix and the cabuya natural fiber. The micrograph
taken with a magnification of 250X, enables to verify
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that there is a poor adherence between the reinforce-
ment fibers and the matrix material of polymeric resin,
namely, there is not a good interface in the composite
material.

It should be considered that there is no previous
study in this field, thus the results given by the scan-
ning electron microscopy that show a deficient adher-
ence between the fibers and the matrix material is a
referent for further works.

3.5. Results of the structural simulation of the
air conditioning grilles as application

The structural simulation is performed with the aid of
the NX 10 software by Siemens, with the purpose of
observing the values of nodal displacement and elemen-
tal stress presented by both the original material of
the air ducts and the matrix material of the composite
materials.

1) Polypropylene air conditioning grilles. Figure
12 shows the values of the maximum nodal displace-
ment generated in the air conditioning grilles, with an
average value of 0.026 mm.

Figura 12. Graph of nodal displacement of the air condi-
tioning grilles.

Figure 13 displays the maximum values of stresses
generated on the air conditioning grilles, under the
Von Mises failure analysis or criterion, resulting in a
maximum stress of 0.204 MPa.

Figura 13. Graph of stresses generated on the air condi-
tioning grilles.

2) Air conditioning grilles of the matrix material of
the composites. Figure 14 shows the values correspond-
ing to the maximum nodal displacement generated
in the air conditioning grilles, resulting in an average
value of 0.048 mm.

Figura 14. Graph of nodal displacement of the air condi-
tioning grilles.

Figure 15 shows the maximum values of stresses
generated on the air conditioning grilles, under the
Von Mises failure analysis or criterion, resulting in a
maximum stress of 0.21 MPa.

In the two types of structural analysis, an aver-
age force of 5 N was applied as load on the element;
such value was calculated idealizing a grille as a beam
placed on two supports, and placing a mass (0.49 kg)
which multiplied by the acceleration of gravity (9,81
m/s2) generates an average value of 5 N.

Figura 15. Graph of stresses generated on the air condi-
tioning grilles.

The software Statgraphics Centurion XVII was
used for assessing the mechanical properties obtained
for the tested composite materials and matrix mate-
rial. An ANOVA variance analysis and Fisher method
of least significant difference (LSD) were applied to
discriminate between the means of the studied varia-
bles, and perform multiple comparison [16]. Table 5
applies a multiple comparison procedure, to determine
which means of maximum bending stress are signifi-
cantly different than others among the manufactured
materials.
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Tabla 5. Fisher method of least significant difference
(LSD), with 95 % confidence.

Material Cases Mean Homogeneous
groups

Matrix 5 92,77 Xmaterial (1)
Composite

reinforced with 5 83,25 X
cabuya (2)
Composite

reinforced with 5 77,53 XX
abaca (3)

Note. In the analysis each material was identified
with a number.

It can be seen that between materials (1) and (2),
there are statistically significant differences with a con-
fidence level of 95 %. Material (3) does not possess
a significant difference with the other two. This is
graphically shown in Figure 16.

Ponton and Guerrero [12] obtained a maximum
stress to bending in a composite material with a ma-
trix of polyester reinforced with a 20 % volumetric
fraction of longitudinal fiber of abaca, by means of
manual stratification, which increased with respect to
the matrix material. On the contrary, in this study
the obtained value of maximum bending stress, of the
composite material reinforced with a 20 % volumetric
fraction of longitudinal fiber of abaca manufactured
using 3D printing, decreased with respect to the matrix
material, even though this decrease was not statisti-
cally significant.

In the aforementioned study of the composite ma-
terial reinforced with fiber of abaca, the fibers were
pre-wet with polyester resin diluted with styrene at 10
% v/v and the catalytic system constituted by octoate
and cobalt and MEKP in concentrations of 0.5 and 0.75
%, which favored the adhesion of the reinforcement
fibers on the matrix of such composite material [12].

Figura 16. Mean comparison using the LSD test with 95
%.

The study carried out in [15] establishes that the
maximum bending stress of a composite material with
polyester matrix reinforced with a volumetric fraction

of 23 % of longitudinal fiber of cabuya, by means of
manual stratification, decreased with respect to the
matrix material; this coincides with the results ob-
tained in this study, where the maximum bending
stress of the composite material reinforced with a 20
% volumetric fraction of longitudinal fiber of cabuya
manufactured using 3D printing, also decreases with
respect to the matrix material.

The decrease of this mechanical property of the
composite materials with respect to the matrix mate-
rial, is directly related with a poor interface between
the matrix material and the reinforcement fiber, as
shown in the scanning electron microscopy.

Table 6 applies a multiple comparison procedure,
to determine which means of the modulus of elasticity
secant to bending are significantly different among
the materials subject of study. It can be seen that
materials (1) and (3) show statistically significant dif-
ferences with a confidence level of 95 %, with respect
to material (2).

Figure 17 graphically shows the comparison of the
means of the modulus of elasticity secant to bending
of the materials subject of study.

Tabla 6. Fisher method of least significant difference
(LSD), with 95 % confidence.

Material Cases Mean Homogeneous
groups

Matrix 5 1689,64 Xmateriañ (1)
Composite

reinforced with 5 1806,03 X
cabuya (3)
Composite

reinforced with 5 2211,33 X
abaca (2)

Figura 17. Box and moustache plots for the modulus of
elasticity secant to bending.

As it can be seen in Figure 18, the modulus of
elasticity secant to bending of the composite mate-
rials reinforced with longitudinal fiber of abaca and
cabuya, increased with respect to the matrix material
of photopolymer resin.
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Figura 18. Modulus of elasticity secant to bending of the
composite materials depending on the volumetric fraction
of reinforcement fiber.

The increase of the modulus of elasticity for the
composite material reinforced with longitudinal fiber
of abaca was 31 %, while such increase was 7 % for the
composite material reinforced with longitudinal fiber
of cabuya.

It is important to remark that in the study carried
out in [15], the modulus of elasticity of a composite
material with biodegradable polymer matrix reinforced
with a 20 % volumetric fraction of longitudinal fiber of
abaca, by means of molding with manual compression
(5570 MPa), increases with respect to the matrix ma-
terial, which is comparable with the result obtained in
this study of the modulus of elasticity of the composite
material reinforced with a 20 % volumetric fraction
of longitudinal fiber of abaca manufactured using 3D
printing (2211.33 MPa), which similarly increased with
respect to the matrix material. In addition, in the study
carried out in [17] the modulus of elasticity increased
with respect to the matrix material analyzed in that
study.

Figure 19 shows, in a box and moustache plot, the
comparison of the means of the deflection by means of
the Fisher method of least significant difference (LSD),
with 95 % confidence.

Figura 19. Box and moustache plot for the deflection.

It can be observed that materials (1) and (3) exhibit
statistically significant differences with a confidence
level of 95 % with respect to material (2).

As it can be seen in Figure 20, the deflection pre-
sented by composite materials reinforced with longitu-
dinal fiber of abaca and cabuya, decreased with respect
to the matrix material of polymer resin.

Figura 20. Deflection of the composite materials depend-
ing on the volumetric fraction of the reinforcement fiber.

The deflection decrease for the composite material
reinforced with the longitudinal fiber of abaca was
36 %, while such decrease was 9 % for the composite
material reinforced with longitudinal fiber of cabuya.

3.6. Comparison of the bending mechanical
properties of the composite materials
manufactured by 3D printing, with other
materials

The present section presents a comparison of the me-
chanical properties to bending, obtained in the charac-
terization of composite materials reinforced with fibers
of abaca and cabuya and manufactured by 3D print-
ing, with other composite materials reinforced with
different natural fibers and matrices and other manu-
facturing processes, as well as with plastic materials
utilized in the automotive industry. Table 7 shows the
values of maximum bending stress, modulus of elas-
ticity, type of process utilized for manufacturing the
material, volumetric fraction of the reinforcement fiber,
type of matrix and orientation of the reinforcement
fiber.
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Tabla 7. Mechanical properties to bending of different composite and plastic materials utilized in the automotive
sector.

Designation Typo of Matrix Reinforce Manufacturing Volumetric Orientation of Maximum Modulus of

the material material material ment fiber process fraction of reinforcement bending elasticity of
reinforcement fiber stress (MPa) bending (MPa)

MCFI20%AL Composite Photopolymer Abaca 3D Printing 20% Longitudinal 77,534 2211,33material

MCFI20%CL Composite Photopolymer Cabuya 3D Printing 20% Longitudinal 83,256 1806,03material

MCPE20%AL Composite Polyester Abacá Stratification 20% Longitudinal 100 10000material manual

MCPE23%CL Composite Polyester Cabuya Stratification 23% Longitudinal 51,39 2355,58material manual
Polyester - Polyester - - - - 56,62 1867,82

MCPB20%AL Composite Biodegradable Abacá By 20% Longitudinal 104,4 5570material polymer compresion

PLA - Biodegradable - - - - 69 2755polymer

MCP20%AT Composite Polyester Abaca - 20% Tejido 62,4 3976material
Note. A code was assigned to each material depending on the type of material, matrix material, reinforcement fiber, manufacturing process, volumetric
fraction of the reinforcement fiber and orientation of the reinforcement fiber.

The data are presented through an X-Y dispersion
plot of the different materials, which contains the val-
ues corresponding to maximum bending stresses in the
Y-axis, and the values corresponding to the modulus
of elasticity to bending in the X-axis (see Figure 21).

Figura 21. Comparison of the mechanical properties to
bending of the different materials.

The composite materials reinforced with fibers of
abaca and cabuya, and manufactured using 3D print-
ing, exhibit better bending mechanical characteristics
compared to the composite materials of polyester ma-
trix and base materials such as biodegradable polymers
and resins.

From the structural analysis using simulation, it
is important to mention that the polypropylene air
conditioning grilles had a nodal displacement of 0.02
mm, while the air conditioning grille with the matrix
material of the composites had a nodal displacement
of 0.048 mm. This indicates the existence of a differ-
ence between the nodal displacements of these two
simulated materials.

The structural analysis performed through simu-
lation in the polypropylene air conditioning grilles,
resulted in a maximum stress of 0.204 MPa, while the
air conditioning grille with the matrix material of the

composites had a maximum stress of 0.206 MPa; there-
fore, there is no significant difference between these
two simulated materials.

Based on what has been previously mentioned
where the composite materials reinforced with fibers of
abaca and cabuya, the matrix material and the original
material of the air conditioning grilles do not exhibit
significant differences between them, it is proposed the
option of replacing the original material, with com-
posite materials reinforced with fibers of abaca and
cabuya, manufactured in Ecuador.

4. Conclusions

The maximum bending stress of the composite materi-
als reinforced with a 20 % volumetric fraction of fibers
of abaca and cabuya obtained by means of 3D printing,
decreased with respect to the matrix material. This is
possibly caused by the lack of previous study in the
compatibility of the materials employed.

The reduction in certain mechanical properties of
the composite materials obtained by additive manu-
facturing with respect to the matrix material, were
due to the low level of adherence of the reinforcement
fibers with the matrix material, which generated a
poor interface between those constitutive elements.

The modulus of elasticity of the analyzed reinforced
composite materials increased with respect to the ma-
trix material, which results in an increased rigidity of
the characterized materials.

The composite materials manufactured by means
of 3D printing are an alternative for manufacturing
auto parts, since in some cases their mechanical char-
acteristics are better than other materials considered
in the automotive industry.

The computational simulation of the air condition-
ing grilles subject to a load, enables verifying the signif-
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icant differences between these two analyzed materials
regarding nodal displacement, and besides enabled ver-
ifying that there is no significant difference between
the simulated materials in the analysis of stresses.

Referencias

[1] A. K. Bledzki, O. Faruk, and V. E. Sper-
ber, “Cars from bio-fibres,” Macromolec-
ular Materials and Engineering, vol. 291,
no. 5, pp. 449–457, 2006. [Online]. Available:
https://doi.org/10.1002/mame.200600113

[2] K. Quesada-Solís, P. Alvarado-Aguilar, R. Sibaja-
Ballestero, and J. Vega-Baudrit, “Utilización de
las fibras del rastrojo de piña (Ananas comusus,
variedad champaka) como material de refuerzo
en resinas de poliéster,” Revista Iberoamericana
de Polímeros, vol. 6, no. 2, pp. 157–179, 2005.
[Online]. Available: http://bit.ly/2J8ddTT

[3] O. Faruk, A. K. Bledzki, H.-P. Fink, and M. Sain,
“Progress report on natural fiber reinforced com-
posites,” Macromolecular Materials and Engineer-
ing, vol. 299, no. 1, pp. 9–26, 2014. [Online]. Avail-
able: https://doi.org/10.1002/mame.201300008

[4] F. Ahmad, H. S. Choi, and M. K. Park, “A review:
Natural fiber composites selection in view of me-
chanical, light weight, and economic properties,”
Macromolecular Materials and Engineering, vol.
300, no. 1, pp. 10–24, 2015. [Online]. Available:
https://doi.org/10.1002/mame.201400089

[5] K. N. Roshdestwensky, J. L. Mroginski, C. A.
Morel, R. B. D’Ambra, and J. M. Podestá,
“Modelado numérico del comportamiento de la
interface en materiales compuestos,” Asociación
Argentina de Mecánica Computacional, vol. 32,
no. 19, pp. 1653–1670, 2013. [Online]. Available:
http://bit.ly/2KEWMSr

[6] N. Guo and M. C. Leu, “Additive manufacturing:
technology, applications and research needs,”
Frontiers of Mechanical Engineering, vol. 8,
no. 3, pp. 215–243, 2013. [Online]. Available:
https://doi.org/10.1007/s11465-013-0248-8

[7] P. C. Li and S. C. Huang, “Application of
rapid prototyping technology in automobile
manufacturing industry,” in Modern Tendencies
in Engineering Sciences, ser. Applied Mechanics
and Materials, vol. 533. Trans Tech Publi-
cations Ltd, 5 2014, pp. 106–110. [Online].
Available: https://doi.org/10.4028/www.scientific.
net/AMM.533.106

[8] M. Berchon and B. Luyt, La impresión 3D. Guía
definitiva para makers, diseñadores, estudiantes,
profesionales, artistas y manitas en general.

Editorial Gustavo Gili, 2016. [Online]. Available:
http://bit.ly/2YcsNEp

[9] J. Bonada, A. Muguruza, X. Fernández-Francos,
and X. Ramis, “Influence of exposure time on
mechanical properties and photocuring conver-
sion ratios for photosensitive materials used in
additive manufacturing,” Procedia Manufacturing,
vol. 13, pp. 762–769, 2017. [Online]. Available:
https://doi.org/10.1016/j.promfg.2017.09.182

[10] Stratasys. (2017) Make it more realistic and
accurate with polyjet. Stratasys Ltd. [Online].
Available: http://bit.ly/31VRQhq

[11] W. Callister, Introducción a la Ciencia e Inge-
niería de los Materiales. Editorial Reverté. S. A.,
2007. [Online]. Available: http://bit.ly/2XuZ4JF

[12] P. Pontón and V. H. Guerrero, “Obtención
de materiales compuestos de matriz poliéster
reforzados con fibra de abacá mediante estrati-
ficación manual,” Revista Tecnológica ESPOL,
vol. 23, no. 3, pp. 47–54, 2010. [Online]. Available:
http://bit.ly/2ZLLPSw

[13] J. G. Paredes Salinas and A. D. Jácome León,
Estudio de la configuración de fibras del material
compuesto de matriz epoxi reforzada con fibra de
piña y su incidencia en las propiedades mecánicas
en la fabricación de butacas deportivas. Tesis
de Grado, Universdad Técnica de Ambato, 2015.
[Online]. Available: http://bit.ly/2X0ZKCf

[14] J. Summerscales, A. S. Virk, and W. Hall,
“Enhanced rules-of-mixture for natural fibre
reinforced polymer matrix (nfrp) composites
(comment on lau et al. in volume 136),”
Composites Part B: Engineering, vol. 160,
pp. 167–169, 2019. [Online]. Available: https:
//doi.org/10.1016/j.compositesb.2018.10.021

[15] D. S. Ponce and V. Guerrero, “Propiedades
mecánicas de compuestos biodegradables elabo-
rados a basa de ácido poliláctico reforzados con
fibra de abacá,” Revista Politécnica, vol. 33, no. 2,
2014. [Online]. Available: http://bit.ly/2X12KhZ

[16] J. C. Rocha-Hoyos, E. A. Llanes-Cedeño, S. F.
Celi-Ortega, and D. C. Peralta-Zurita, “Efecto
de la Adición de Biodiésel en el Rendimiento y
la Opacidad de un Motor Diésel,” Información
tecnológica, vol. 30, pp. 137–146, 06 2019. [Online].
Available: http://bit.ly/2XzptpO

[17] N. A. Tamayo Duque, Obtención y Caracte-
rización de Materiales Compuestos de Matriz
Poliéster Reforzados con Fibra de Cabuya Me-
diante Estratificación. Tesis de Grado, Escuela
Politécnica Nacional, 2012. [Online]. Available:
http://bit.ly/2NnLNPA

https://doi.org/10.1002/mame.200600113
http://bit.ly/2J8ddTT
https://doi.org/10.1002/mame.201300008
https://doi.org/10.1002/mame.201400089
http://bit.ly/2KEWMSr
https://doi.org/10.1007/s11465-013-0248-8
https://doi.org/10.4028/www.scientific.net/AMM.533.106
https://doi.org/10.4028/www.scientific.net/AMM.533.106
http://bit.ly/2YcsNEp
https://doi.org/10.1016/j.promfg.2017.09.182
http://bit.ly/31VRQhq
http://bit.ly/2XuZ4JF
http://bit.ly/2ZLLPSw
http://bit.ly/2X0ZKCf
https://doi.org/10.1016/j.compositesb.2018.10.021
https://doi.org/10.1016/j.compositesb.2018.10.021
http://bit.ly/2X12KhZ
http://bit.ly/2XzptpO
http://bit.ly/2NnLNPA


Scientific Paper / Artículo Científico

https://doi.org/10.17163/ings.n22.2019.11
pISSN: 1390-650X / eISSN: 1390-860X

Analysis of storage in Liquefied
Petroleum Gas systems: Stationary

Tanks vs. Cylinders
Análisis del almacenamiento en

sistemas de gas licuado de petróleo:
tanques estacionarios vs. cilindros

Diego Venegas Vásconez1,∗, César Ayabaca Sarria2

1,∗Departamento de Ingeniería de Materiales y Procesos Sustentables, Universidad del Bío-Bío, Concepción-Chile. Autor
para correspondencia ): diego.venegas1801@alumnos.ubiobio.cl. http://orcid.org/0000-0002-7376-6272.

2Departamento de Ingeniería Mecánica, Escuela Politécnica Nacional, Quito-Ecuador.
http://orcid.org/0000-0002-3728-7514

Received: 15-05-2019, accepted after review: 25-06-2019
Suggested citation: Venegas Vásconez, D. and Ayabaca Sarria, C. (2019). «Analysis of storage in Liquefied Petroleum
Gas systems: Stationary Tanks vs. Cylinders». Ingenius. N.◦22, (july-december). pp. 113-122. doi: https://doi.org/10.
17163/ings.n22.2019.11.

Abstract Resumen
In Ecuador, liquefied petroleum gas (LPG) is used
as an energy source for residential, commercial and
industrial equipment. In its natural state this fuel is
in gas phase, but for easiness of transportation and
storage it is liquefied and stored in containers called
cylinders (by spare) or tanks (stationary), where it is
re-gasified for consumption. The present work mea-
sures the remaining LPG that is returned in cylinders
to the marketers, by 20 commercial and industrial
users in Ecuador during a month, 8 with 15 kg cylin-
ders and 12 with 45 kg cylinders. The average return
was 3.82 kg/cyl. (25.49%) and 9.69 kg/cyl. (21.54%)
respectively. Then, 8 safety parameters considered
in the current Technical Standard in Ecuador were
verified for these 20 facilities, and the results of those
users who do not comply with these parameters are
presented. Finally, some arguments are given about
why there are economic and security advantages in the
storage of LPG in stationary tanks over the storage
in cylinders.

En el Ecuador se utiliza el gas licuado de petróleo
(GLP) como fuente de energía para equipos residen-
ciales, comerciales e industriales. En estado natu-
ral este combustible se encuentra en fase gaseosa,
pero por facilidad de transporte y almacenamiento
es licuado y depositado en recipientes denominados
cilindros (por recambio) o tanques (estacionarios),
donde se vuelve a gasificar para su consumo. El pre-
sente trabajo mide el GLP remanente que es devuelto
en cilindros a las comercializadoras por veinte usuar-
ios comerciales e industriales en el Ecuador durante
un mes, 8 con cilindros de 15 kg y 12 con cilindros
de 45 kg. El promedio de devolución fue de 3,82
kg/cil. (25,49 %) y 9,69 kg/cil. (21,54 %) respecti-
vamente. Luego se verificaron ocho parámetros de
seguridad contemplados en la norma técnica vigente
en el Ecuador para estas veinte instalaciones, y se
presentan los resultados de aquellos usuarios que no
cumplen con estos parámetros. Finalmente, se entre-
gan algunos argumentos sobre por qué existen venta-
jas económicas y de seguridad en el almacenamiento
de GLP en tanques estacionarios sobre cilindros.

Keywords: Liquefied petroleum gas, tanks, cylinders,
vaporization, remainder, safety.

Palabras clave: gas licuado de petróleo, tanques,
cilindros, vaporización, remanente, seguridad.

113

https://doi.org/10.17163/ings.n22.2019.11
diego.venegas1801@alumnos.ubiobio.cl
http://orcid.org/0000-0002-7376-6272
http://orcid.org/0000-0002-3728-7514
https://doi.org/10.17163/ings.n22.2019.11
https://doi.org/10.17163/ings.n22.2019.11


114 INGENIUS N.◦ 22, july-december of 2019

1. Introduction

The liquefied petroleum gas (LPG) is a fuel which
is utilized as energy source in residential [1], com-
mercial [2] and industrial [3] applications. Its use has
various advantages, such as

- High calorific power compared to other energy
sources [4].

- It satisfies various energy needs as a unique
source [5].

- It is easy to transport and store, reducing its
temperature and increasing its pressure [6].

- It is not toxic for humans [7].

Despite all these benefits reported about the han-
dling of the GLP, there are various disadvantages re-
garding its use, such as:

- It generates complacency in the user regarding
its manipulation. This has caused accidents with
severe physical and human consequences [8].

- Lack of foresight in the design of new buildings
on the part of builders, which makes that the
recipients (cylinders) should be stored in stacked
places, without ventilation and piled one on top
of the other (Figure 1), which causes insecurity
for the user.

Figura 1. Storage of LPG in cylinders.

1.1. Transportation and storage of LPG

At environmental conditions the LPG is found in
gaseous phase [9] obtained from a petroleum refin-
ing process, and then is transformed to liquid phase
increasing its pressure and reducing its temperature
before being stored in big containers, from which it is
transported to filling plants or delivered to the final
users.

The delivery is made in containers [10] known as
cylinders, which are easily manipulable and replaced
when the fuel is over, or tanks which are permanently
stored and a cistern truck is required for recharging
them [11]. Figure 2 shows the main characteristics of
the storage, both in cylinders and tanks.

Figura 2. Differences between the storage of LPG in cylin-
ders and tanks [12].

1.2. Consumption of LPG

With the exception of particular cases, the LPG is re-
quired in gaseous phase by the consuming equipment.
This phase is obtained inside the containers, through
a heat transfer process from the fuel to the surround-
ing environment. The «vaporization capacity» of the
containers depends on [13]:

- Exterior environmental temperature: a
greater exterior environmental temperature, will
cause a greater variation of the temperature with
the fuel, and thus the vaporization capacity of
the container will also be greater.

- Size of the container: For a greater size of
the container, there is a greater area of contact
with the fuel.

- Material of the container: It should favor
the heat transfer between the fuel and the sur-
rounding environment

When the fuel required by the consuming equip-
ment is greater than the vaporization capacity of a
container, the vaporization of the LPG is very fast
and the walls of the container cool down, starting the
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condensation of water drops which are suspended in
the air surrounding the container (humid air). Then, a
water film appears in the exterior area, corresponding
to the internal zone in which there is fuel. If the re-
quest for fuel by the consuming equipment continues,
the water in the exterior will start forming ice layers
in the same area, as shown in Figure 3a. As a conse-
quence of this excessive cooling, the fuel delivery to
the equipment decreases, and they will start to operate

inadequately.

In order to counteract this phenomenon, empirical
mechanisms have been utilized to enable consuming
the fuel remaining in a container whose walls have
frozen. One of these practices is to put the containers
in hot water (Figure 3b), to increase the temperature
difference between the exterior and the fuel in the
interior, and vaporize more LPG.

a) b)

Figura 3. a) Ice layers on a cylinder due to the loss of natural vaporization capacity. b) LPG cylinder in a container
with hot water to improve the natural vaporization capacity.

1.3. LPG consumption in Ecuador

In Ecuador, the LPG is commercialized with two fares:

- A subsidized fare for residential consumption
and nonprofit activities [14,15].

- An industrial fare for food sale, profit-seeking
industrial activities and sumptuous residential
uses, such as heating water for pools, jacuzzis
and sauna baths. This fare is set by the National
Government through the Executive Decree N°
799 [16], is revised monthly, is in accordance with
international oil prices, and is published in the
web site of the governmental agency [17].

Each local Fire Department and the Hydrocarbon
Regulation and Control Agency (HRCA), are the com-
petent authorities with regards to the supervision and
inspection of the LPG facilities in Ecuador.

1.4. Problems detected in LPG handling in
Ecuador and problem justification

The following problems have been identified related
the handling of LPG in Ecuador:

- Due to the difference between the residential and
industrial fares, 15 kg cylinders with subsidized

LPG (0,10666 USD/kg) are utilized in commer-
cial and industrial facilities, instead of using the
fuel without subsidy (0,767229 USD/kg), and be-
cause of the high fuel consumption in this type
of systems, the saving due to the difference in
fare is significant.

- Lack of planning in the design of new buildings
for commercial and industrial use, which do not
consider safe rooms to locate the gas supply.

- Due to the high flammability of LPG [18], there
is high probability for the occurrence of disasters
with the presence of fire and explosion, known
as «Boiling Liquid Expanding Vapour Explo-
sion» (BLEVE) [19] in the surroundings of the
gas storage in commercial and industrial build-
ings, due to the lack of foresight and security
measures. BLEVE is an explosion of vapors that
expand as the liquid boils [20], with devastating
consequences [21, 22], especially because of the
energy release with separation of fragments of
the involved containers [23] (Figure 4).

- Manipulation of the LPG systems by nonqual-
ified personnel who ignores the current legal
framework [24], and does not apply engineer-
ing criteria in the calculation and dimensioning
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of such systems, thus making them insecure [25]
(Figure 4).

The present work shows the losses of users of LPG
systems with cylinders, caused by the return of non-
consumed fuel, i.e. remaining, to the marketer. In addi-
tion, an analysis is carried out of the following security
aspects of these facilities regarding the use of cylinders,
which are considered in the current regulation for gas
systems in Ecuador [26]:

Figura 4. LPG cylinder that has suffered BLEVE [27].

- Security distances to third parties.

- Ventilation of the storage area.

- Number of cylinders in storage.

- Availability of extinguishers in the storage area.

- Validity of extinguishers.

- Availability of leak detectors.

- General condition of accessories (valves, regula-
tors and hoses).

- Availability of emergency plans in the facility.

At last, some advantageous aspects of the facilities
that have stationary tanks are presented, compared to
those that have returnable cylinders.

2. Materials and methods

In order to determine the gas remaining in the cylinders
returned by the users of LPG systems, such cylinders
have been weighted before connecting them for use,
and after they have been emptied. For this purpose, a
GTC scale with a capacity of 150 kg and a measuring
sensitivity of 50 g was utilized. The remaining weight
in kg is calculated as

kg = Wcomb − (Wlleno − Wserf ) (1)

where kg are the returned (remaining) kilograms,
Wfuel is the weight of the fuel, Wfull is the weight of
the full cylinder and Wempty is the weight of the empty
cylinder.

A GTC 100 detector with a range 0-30000 ppm of
propane, was used to measure if the presence of gas
in the storage environment is greater than the lower
limit of flammability of the fuel.

3. Presentation and analysis of results

3.1. Remaining gas

Tables 1 and 2 show the remaining gas returned in
15 kg and 45 kg cylinders, respectively, which were
utilized for four weeks, by commercial and industrial
users.

Tabla 1. Remaining gas returned in used 15 kg cylinders

User Week 1 Week 2 Week 3 Week 4 Total
N. Cil Kg. ret Cil Kg. ret Cil Kg. ret Cil Kg. ret Cil Kg. ret $ US ret real* Kg ret cil % filling
1 4 8,5 3 7,1 4 8,7 4 8,4 15 32,7 $25,09 2,18 15
2 4 13,4 5 17,8 5 18,2 4 13 18 62,4 $47,88 3,47 23
3 5 15,1 5 15,7 6 21 6 20,8 22 72,6 $55,70 3,30 22
4 6 27,8 7 31,1 8 35,6 7 30,9 28 125,4 $96,21 4,48 30
5 10 41 9 35,9 8 33,2 8 32,7 35 142,8 $109,56 4,08 27
6 11 35,4 11 36,1 12 39,8 12 40,2 46 151,5 $116,24 3,29 22
7 12 55,6 11 50,1 10 47,1 11 52,1 44 204,9 $157,21 4,66 31
8 12 61,1 12 60,9 11 57 13 67 48 246 $188,74 5,13 34

Average: 32,00 129,79 99,58 3,82 25,48
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Tabla 2. Remaining gas returned in used 45 kg cylinders

User Week 1 Week 2 Week 3 Week 4 Total
N. Cil Kg. ret Cil Kg. ret Cil Kg. ret Cil Kg. ret Cil Kg. ret $ US ret real* Kg ret cil % filling
9 4 35 4 34,2 4 32,9 4 33,5 16 135,6 $104,04 8,48 19
10 5 36,7 5 35,8 4 28,4 4 27,9 18 128,8 $98,82 7,16 16
11 5 53,1 4 47,6 6 62,9 6 61,4 21 225 $172,63 10,71 24
12 5 61,4 5 63 5 62,1 4 55,2 19 241,7 $185,44 12,72 28
13 6 58,8 5 49,2 6 61,5 6 62,4 23 231,9 $177,92 10,08 22
14 6 70 6 74,2 8 91,1 6 72,1 26 307,4 $235,85 11,82 26
15 7 43,7 6 37 8 51,7 8 54,6 29 187 $143,47 6,45 14
16 9 77,9 9 82,1 8 78,4 8 73,7 34 312,1 $239,45 9,18 20
17 9 88,4 8 78,9 10 101,1 8 82,4 35 350,8 $269,14 10,02 22
18 10 75,7 10 78 11 87,6 10 79,8 41 321,1 $246,36 7,83 17
19 10 114,6 10 117,5 9 105,4 9 106,3 38 443,8 $340,50 11,68 26
20 11 110,2 10 100,2 11 114,3 12 123,7 44 448,4 $344,03 10,19 23

Average: 28,67 277,80 213,14 9,69 21,54

Simbology:

User: Número de usuario
Cap: Cylinder capacity of the facility
Cyl: Number of returned cylinders
kg ret: kg returned weekly
$ US ret:

- For 15 kg cylinders = kg ret x 0,10666 USD/kg
(residential fare)

- For 45 kg cylinders = kg ret x 0,767229 US-
D/kg [17]

kg ret cyl: kg. promedio devuelto por cilindro
% filling: average filling percentage per returned

cylinder

Based on the results presented in Table 1, the fol-
lowing can be stated:

- The difference between the values for users of
15 kg cylinders in the columns $ US ret vs. $
US ret real*, is because the $ US ret represents
the value of the remaining gas returned by the
user, but this is not a real value because this
user should pay the industrial fare, result shown
in the column $ US ret real*.

- There is remaining gas returned in all cylinders,
which is money that the user has paid in advance.

- Among the users of 15 kg cylinders, N° 1 returns
the least fuel (2.18 kg/cylinder), and N° 8 returns
the most fuel (5.13 kg/cylinder).

- The average amount of fuel returned in 15 kg
cylinders was 3.82 kg per cylinder, which repre-
sents 25.49 % of its capacity.

- Among the users of 45 kg cylinders, N° 15 re-
turns the least fuel (6.45 kg/cylinder), and N°
12 returns the most fuel (12.72 kg/cylinder).

- The average amount of fuel returned in 45 kg
cylinders was 9.69 kg per cylinder, which repre-
sents 21.54 % of its capacity.

3.2. Security

Figure 5 shows the quantitative results of the security
inspection performed to the 20 users, according to the
criteria established in the current legal framework in
Ecuador [26]. The letter in the abscissa represents the
violated criterion, and the number on the bar repre-
sents the number of users that violate that criterion.

It is important to remark that in the numerical
criteria regarding installed capacity, the individual
capacity, given in kilograms, of all cylinders in the
storage area is added.

Figura 5. Users of LPG systems that violate security
criteria.

a. Security distances to third parties: 6 users had
the containers very close to open flame sources
or spark generators. The Technical Regulation
establishes a minimum security distance with
respect to third parties that may be potential
risks of fire generation or incentive [28].
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b. Ventilation of the storage area: 14 users had the
containers in areas without ventilation (Figura
6a).

c. Number of cylinders in storage: The regulation
establishes a maximum number of 15 kg and
45 kg cylinders, which may be located for sup-
ply as well as for reserve. 8 users exceeded the
maximum number of allowed cylinders.

d. Presence of gas leaks: 7 users exceeded the max-
imum allowed by the measuring device (1.93 %
of LPG in the air). A probable cause of this sit-
uation is the wear in the connecting couplings,
which are constantly connected and disconnected
during the replacement of the cylinders.

e. Availability of fire extinguishers in storage area:
13 users did not have fire extinguishers.

f. Validity of extinguishers: Of the 7 users who did
have extinguishers, 4 of them had them expired.

g. Availability of gas leaks detectors: The installa-
tion of detectors is recommended as an alterna-
tive measure to detect possible gas leaks in the
surroundings of the storage. These detectors emit
a high-pitched sound when the amount of fuel in
the environment is close to the lower explosion
limit. 18 users did not have this device.

h. General condition of accessories (valves, regula-
tors, hoses) in the storage area: The accessories
have a service life recommended by the manu-
facturer, according to treatment received [29].
7 users had accessories that exhibited signs of
excessive wear (Figure 6b).

i. Availability of emergency plans in the facility:
In case of emergency with fuel leaks and fire,
it is recommended to count with an emergency
handling plan that considers the actions to be
taken during such emergency. This plan should
specify the people responsible of leading these
actions, and should be always readily available.
17 users did not have emergency plans nor people
responsible for handling such emergencies.

3.3. Users that have replaced cylinders by sta-
tionary tanks

Users that have opted to replace the system with
cylinders by stationary tanks have seen the benefits
immediately. Some of these benefits include:

- Zero gas remaining, because there is no return
or replacement of the container; therefore, there
is no return of fuel to the marketer.

- Since there is no LPG remaining, there is a saving
of money that can be invested in other activities
related to the commercial or industrial business.

- The storage is concentrated in a single space,
which enables focusing the security and preven-
tion efforts in a single point [30] (Figure 7a).

- More secure systems, since they are inspected by
the competent authority and they should comply
the current technical regulation for their approval
and operation [26].

- Easy monitoring and control of the amount of
fuel in reserve, since stationary tanks have mea-
suring and control devices. If the system is con-
nected to several users, the billing is done indi-
vidually placing meters or counters for each user
(Figure 7b).

- Comply the current legislation for commercial
and industrial use (without subsidy) of LPG, and
elimination of the use of the residential LPG for
users that usufruct it.

- Minimum maintenance of the facilities, since
there is no manipulation during the discharge be-
cause it is not necessary to disconnect couplings
during the replacement [31].

- Comfort, since no personnel is required to take
away and transport empty cylinders.

- The transportation of cylinders produces bumps
and dents on structural parts of the building;
these are eliminated with stationary systems.

- Flexibility for the installation of containers in
hard-to-access areas, such as terraces [32].
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a) b)

Figura 6. a) Tanks in an area without natural ventilation. b) LPG cylinder with the connecting valve in bad condition.

a) b)

Figura 7. a) Stationary LPG tanks. b) Meters of LPG consumption.

Equation 2 gives an expression to determine the
time in which a facility with stationary tanks may be
paid, considering the money that is not paid to the
marketer as remaining fuel.

Recov = Facility cost

$US ret real
(2)

Where:

Recov: is the time for recovering the investment on
a new facility with stationary tanks.

Facility cost: Approximate cost of the facility.
$ US ret real: Monthly average of returned USD.
On the other hand, Table 3 shows the times for

recovering the investment for the monthly averages of
remaining gas, estimating an initial installation value

of 1500 USD for a system with 15 kg cylinders and
2500 USD for a system with 45 kg cylinders.

Tabla 3. Recovery of the investment for a facility with
stationary tanks

Cyl $ US ret real* Recov
15 99,58 15,06
45 213,14 11,73

Obviously, this will depend on the size of the facil-
ity and the number of accessories, pipes and stationary
tanks that are placed, for the initial cost of such fa-
cility. However, considering reference values according
to the reality of the market, the recovery time of the
investment in 15 kg cylinders facilities is 15 months,
and 12 months for the case of 45 kg cylinders facilities.
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4. Conclusions

The replacement of a conventional system with cylin-
ders by stationary tanks, generates saving to the user
because there is no payment for remaining fuel. This
can be seen immediately after the new system is put
into operation, since no fuel is returned to the mar-
keter.

As the consumption is greater, so will be the need to
have a stationary gas system with tanks, since the pay-
ment for not utilized remaining fuel could be avoided.

There will always be return of remaining gas in a
cylinder. For the cases considered, the averages were
3.82 kg/cyl. (25.49 %) for users of 15 kg cylinders and
9.60 kg/cyl. (21.59 %) for users of 45 kg cylinders.

The initial investment that could be made for re-
placing a system with cylinders by one with stationary
tanks, is recovered in short time (15 months in 15 kg
cylinders and 12 months in 45 kg cylinders) because
there is no payment for the remaining gas; this time
may vary depending on the size of the facility and on
the fuel consumption.

In a system in which LPG is stored, there will
always be physical and human risks. A system with
stationary tanks does not eliminate this risk, but mini-
mizes it compared to the system with returnable cylin-
ders.

A gas storage system minimizes the risk in a com-
mercial or industrial facility; however, the user is re-
sponsible for maintaining the level of security in the
system, and may start with small routines such as:

- Revise the general condition of the accessories.

- Verify leaks with soapy water in the joints of the
accessories.

- Request talks about prevention, and periodic
inspection to the system by qualified personnel.

- Count with protection systems such as: extin-
guishers, leak detectors, fire alarms.

- It is necessary to have an evacuation and emer-
gency plan.

- Request inspection and permission for operating
the system to the competent authority.
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1. T́ıtulo (español) / Title (inglés): Con-

cise but informative, in Spanish on the

front line and in English on the second,

when the article is written in Spanish and

vice versa if it is written in English.

2. Authors and affiliations: Full name

and surname of each author, organized

by order of priority and their institutio-

nal affiliation with reference to the end

of the first sheet, where it must include:

Dependency to which belongs within the

institution, Institution to which he/she

belongs, country, ORCID. A maximum

of 5 authors will be accepted, although

there may be exceptions justified by the

complexity and extent of the topic.

3. Abstract (Spanish) / Abstract (En-

glish): It will have a maximum extension

of 230 words, first in Spanish and then in

English. : 1) Justification of the topic; 2)

Objectives; 3) Methodology and sample;

4) Main results; 5) Main conclusions.

4. Keywords (Spanish) / Keywords

(English): 6 descriptors must be presen-

ted for each language version directly re-

lated to the subject of the work. The use

of the key words set out in UNESCO’s

Thesaurus will be positively valued.

5. Introduction: It should include the pro-

blem statement, context of the problem,

justification, rationale and purpose of the

study, using bibliographical citations, as

well as the most significant and current

literature on the topic at national and

international level.

6. Material and methods: It must be writ-

ten so that the reader can easily unders-

tand the development of the research. If

applicable, it will describe the methodo-

logy, the sample and the form of sampling,

as well as the type of statistical analysis

used. If it is an original methodology, it

is necessary to explain the reasons that

led to its use and to describe its possible

limitations.

7. Analysis and results: It will try to high-

light the most important observations,

describing, without making value judg-

ments, the material and methods used.

They will appear in a logical sequence

in the text and the essential charts and

figures avoiding the duplication of data.

8. Discussion and Conclusions: It will

summarize the most important findings,

relating the observations themselves to

relevant studies, indicating contributions
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and limitations, without adding data al-

ready mentioned in other sections. It

should also include deductions and lines

for future research.

9. Supports and acknowledgments (op-

tional): The Council Science Editors re-

commends the author (s) to specify the

source of funding for the research. Prio-

rity will be given to projects supported

by national and international competitive

projects.

10. The notes (optional): will go, only if

necessary, at the end of the article (before

the references). They must be manually

annotated, since the system of footnotes

or the end of Word is not recognized by

the layout systems. The numbers of notes

are placed in superscript, both in the text

and in the final note. The numbers of no-

tes are placed in superscript, both in the

text and in the final note. No notes are

allowed that collect simple bibliographic

citations (without comments), as these

should go in the references.

11. References: Bibliographical citations

should be reviewed in the form of referen-

ces to the text. Under no circumstances

should references mentioned in the text

not be included. Their number should be

sufficient to contextualize the theoretical

framework with current and important

criteria. They will be presented sequen-

tially in order of appearance, as appro-

priate following the format of the IEEE.

3.2. Guidelines for Bibliographical

references

Journal articles:

[1] J. Riess, J. J. Abbas, “Adaptive control of

cyclic movements as muscles fatigue using

functional neuromuscular stimulation”.

IEEE Trans. Neural Syst. Rehabil. Eng

vol. 9, pp.326–330, 2001. [Onine]. Availa-

ble: https://doi.org/10.1109/7333.948462

Books:

[1] G. O. Young, “Synthetic structure of in-

dustrial plastics” in Plastics, 2nd ed., vol.

3, J. Peters, Ed. New York: McGraw–Hill,

1964, pp. 15–64.

Technical reports:

[1] M. A. Brusberg and E. N. Clark, “Ins-

tallation, operation, and data evaluation

of an oblique–incidence ionosphere soun-

der system,” in “Radio Propagation Cha-

racteristics of the Washington–Honolulu

Path,” Stanford Res. Inst., Stanford, CA,

Contract NOBSR–87615, Final Rep., Feb.

1995, vol. 1

Articles presented in confeences (unpubished):

[1] Vázquez, Rolando, Presentación curso

“Realidad Virtual”. National Instruments.

Colombia, 2009.

Articles of memories of Conferences

(Published):

[1] L. I. Ruiz, A. Garćıa, J. Garćıa, G. Ta-

boada. “Criterios para la optimización de

sistemas eléctricos en refineŕıas de la in-

dustria petrolera: influencia y análisis en

el equipo eléctrico,” IEEE CONCAPAN

XXVIII, Guatemala 2008.

Thesis:

[1] L.M. Moreno, “Computación paralela y

entornos heterogéneos,” Tesis doctoral,

Dep. Estad́ıstica, Investigación Operativa

y Computación, Universidad de La Lagu-

na, La Laguna, 2005.

Guidelines:

[1] IEEE Guide for Application of Power

Apparatus Bushings, IEEE Standard

C57.19.100–1995, Aug. 1995.

Patents:

[1] J. P. Wilkinson, “Nonlinear resonant cir-

cuit devices,” U.S. Patent 3 624 125, July

16, 1990.
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Manuals:

[1] Motorola Semiconductor Data Manual,

Motorola Semiconductor Products Inc.,

Phoenix, AZ, 1989.

Internet resources:

[1] E. H. Miller, “A note on re-

flector arrays” [Online]. Available.

https://goo.gl/4cJkCF

3.3. Epigraphs, Figures and Charts

The epigraphs of the body of the article

will be numbered in Arabic. They should go

without a full box of capital letters, neither

underlined nor bold. The numbering must be

a maximum of three levels: 1. / 1.1. / 1.1.1.

At the end of each numbered epigraph will be

given an enter to continue with the correspon-

ding paragraph.

The charts must be included in the text

according to order of appearance, numbered

in Arabic and subtitled with the description

of the content, the subtitle should go at the

top of the table justified to the left.

Figures can be linear drawings, maps or

black and white halftone or color photographs

in 300 dpi resolution. Do not combine photo-

graphs and line drawings in the same figure.

Design the figures so that they fit even-

tually to the final size of the journal 21 x

28 cm. Make sure inscriptions or details, as

well as lines, are of appropriate size and thick-

ness so that they are not illegible when they

are reduced to their final size (numbers, let-

ters and symbols must be reduced to at least

2.5 mm in height After the illustrations have

been reduced to fit the printed page). Ideally,

the linear illustrations should be prepared at

about a quarter of their final publication size.

Different elements in the same figure should

be spelled a, b, c, etc.

Photographs should be recorded with high

contrast and high resolution. Remember that

photographs frequently lose contrast in the

printing process. Line drawings and maps

should be prepared in black.

The text of the figures and maps must be

written in easily legible letters.

If the figures have been previously used, it

is the responsibility of the author to obtain the

corresponding permission to avoid subsequent

problems related to copyright.

Each figure must be submitted in a sepa-

rate file, either as bitmap (.jpg, .bmp, .gif, or

.png) or as vector graphics (.ps, .eps, .pdf).

4. Submission process

The manuscript must be sent through the

OJS system of the journal, <https://goo.

gl/JF7dWT>,the manuscript should be uploa-

ded as an original file in .pdf without author

data and anonymized according to the above;

In complementary files the complete manus-

cript must be loaded in .doc or .docx (Word

file), that is to say with the data of the author

(s) and its institutional ascription; Also the

numbered figures should be uploaded in inde-

pendent files according to the corresponding

in the manuscript (as bitmap .jpg, .bmp, .gif,

or .png or as vector graphics .ps, .eps, .pdf).

It is also obligatory to upload the cover letter

and grant of rights as an additional file.

All authors must enter the required informa-

tion on the OJS platform and only one of the

authors will be responsible for correspondence.

Once the contribution has been sent the

system will automatically send the author for

correspondence a confirmation email of receipt

of the contribution.

5. Editorial process

Once the manuscript has been received in

OJS, a first check by the editorial team of the

following points:
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The topic is in accordance with the crite-

ria of the journal.

Must have the IMRDC structure.

Must be in the Ingenius format.

Must use the IEEE citation format.

All references should be cited in the text

of the manuscript as well as charts, figures

and equations.

The manuscript is original; for this, soft-

ware is used to determine plagiarism.

The assessment described above can take

up to 4 weeks.

If any of the above is not complete or there

is inconsistency, an email will be sent to the

author to make the requested corrections.

The author will make the corrections and re-

send the contribution through an email in res-

ponse to the notification and will also upload

the corrected manuscript into OJS supplemen-

tary files.

The editorial team will verify that the re-

quested corrections have been incorporated,

if it complies, the manuscript will start the

second part of the process that may be follo-

wed by the author through OJS, otherwise the

author will be notified and the manuscript will

be archived.

The second phase of the process consists

of the evaluation under the methodology of

double-blind review, which includes national

and foreign experts considering the following

steps:

The editor assigns two or more reviewers

for the article.

After reviewing the article, the reviewers

will submit the evaluation report with one

of the following results.

� Publishable

� Publishable with suggested changes

� Publishable with mandatory changes

� Non publishable

The editor once received the evaluation

by the reviewers will analyze the results

and determine if the article is accepted

or denied.

If the article is accepted, the author will

be notified to make corrections if required

and the corresponding editorial process

will be continued.

If the article is denied, the author will

be notified and the manuscript will be

archived.

In the two previous cases the result of

the evaluation of the reviewers and their

respective recommendations will be sent.

The second phase of the process lasts at

least 4 weeks, after which they will be notified

to the author giving instructions to continue

with the process.

6. Publication

The Ingenius Journal publishes two issues

per year, on January 1st and July 1st, so it is

important to consider the dates for sending the

articles and their corresponding publication.

Articles received until October will be consi-

dered for the January publication and those

received until April for the July publication.
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