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Universidad Politécnica Salesiana,

Ecuador – Editor Asociado.

Scientific board
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José Alex Restrepo, PhD, Universidad
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Johnny Josué Bullón Torrealba, PhD,

Universidad de Los Andes, Venezuela.

Rodrigo Palma Hillerns, PhD, Universi-

dad de Chile, Chile.

Gerardo Espinoza Pérez, PhD, Universi-
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México.
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Cristian Garćıa Bauza, PhD, Universidad

Nacional del Centro de la Provincia de

Buenos Aires, Argentina.
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Pedro Garćıa, PhD, Universidad Autóno-
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Germán Ariel Salazar, PhD, Instituto de

Investigaciones en Enerǵıa no Convencional,
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litécnica Salesiana, Ecuador.

Cesar Isaza Roldan, PhD, Universidad

Pontificia Bolivariana.

Nelson Jara Cobos, MSc, Universidad
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bles, Ecuador.

Alex Mayorga, MSc, Universidad Técnica
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Universidad Politécnica Salesiana, Ecuador.

Fran Reinoso Avecillas, MSc, Universi-
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Néstor Rivera Campoverde, MSc, Uni-
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Centro Gráfico Salesiano - Editorial Don Bosco

MSc. Marlon Quinde Abril, Diagramming and layout

BSc. Andres Lopez, Community Manager
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Editorial
The Use of Artificial Intelligence in Scientific Article Writing

Dear readers:
Artificial intelligence (AI) has emerged as a po-

werful tool that can greatly assist in scientific re-
search and writing, including the creation of high-
quality scientific articles. The integration of AI tech-
nology in the writing process has the potential to
revolutionize the way we produce and disseminate
scientific knowledge. In this editorial, we explore the
benefits and implications of using AI in scientific
article writing.

One of the significant advantages of employing
AI in scientific writing is its ability to analyze vast
amounts of data efficiently. Machine learning algo-
rithms can process and extract valuable insights
from complex datasets, enabling researchers to iden-
tify patterns and relationships that may have other-
wise gone unnoticed. This capability not only expe-
dites the research process but also aids in generating
hypotheses based on the analysis results.

Additionally, AI can assist in the automatic ge-
neration of article summaries and abstracts. By
utilizing AI algorithms, researchers can quickly ob-
tain concise and informative summaries of scientific
papers, facilitating a rapid understanding of their
content. This is particularly beneficial for scholars
who need to review numerous articles within limited
timeframes. Automatic summarization can condense
essential information and provide an overview of the
article’s content.

AI also proves to be invaluable in terms of im-
proving the style and grammar of scientific articles.
Language models trained on vast amounts of text
can identify and rectify common errors, such as
grammatical mistakes, punctuation issues, or inco-
rrect usage of scientific terminology. This not only
enhances the overall quality of the writing but also
enables authors to convey their ideas more effecti-
vely.

Moreover, AI can provide assistance in the struc-
turing and organization of scientific articles. AI-

powered tools can analyze existing content and offer
recommendations on how to best structure sections,
improve coherence and cohesion, or express ideas
more clearly and precisely. These tools serve as vir-
tual writing assistants, supporting researchers in
crafting well-organized and compelling scientific na-
rratives.

AI technology can also play a role in plagiarism
detection. Algorithms designed to detect similari-
ties can compare the content of an article with an
extensive database of existing publications, flagging
potential matches or excessive similarities. This aids
in upholding the integrity and originality of scien-
tific work, ensuring that credit is given where it is
due.

However, it is essential to acknowledge that des-
pite the benefits AI brings to scientific article wri-
ting, human involvement remains crucial. AI should
be viewed as a supportive tool rather than a re-
placement for human expertise and judgment. The
knowledge, creativity, and experience of researchers
are irreplaceable in the scientific writing process.

Furthermore, ethical considerations come into
play when employing AI in scientific article writing.
Transparency is of utmost importance. Researchers
must disclose the use of AI tools or language models
to ensure the integrity and accountability of their
work. Proper attribution and acknowledgment of
the contribution made by AI in the writing process
are imperative.

In conclusion, the integration of AI in scientific
article writing offers numerous advantages, including
data analysis, automated summarization, grammar
correction, writing assistance, and plagiarism detec-
tion. While AI enhances the efficiency and quality of
scientific writing, it should always be accompanied
by human oversight and critical thinking. Maintai-
ning transparency and adhering to ethical guidelines
are paramount in utilizing AI as a valuable tool in
scientific research and writing.

John Calle-Sigüencia, PhD

Editor in Chief
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Abstract Resumen
The IoT is a technological trend that enables the
application of intelligent systems between connected
things. IoT is being applied in different fields, in-
cluding agriculture, where new techniques such as
hydroponics are booming. As the increase in ambient
temperature and climate changes caused by global
warming have negatively affected agricultural produc-
tion and the rapid growth of the world’s population,
which will reach approximately 9.6 billion by 2050, the
industrial pace of agriculture needs to be even faster
and more precise. This research presents a scalable
IoT monitoring system based on Sigfox technology
with 89.37% prediction capabilities through neural
networks for agricultural applications. An effective
four-layer architecture consisting of perception, net-
work, middleware, and application is provided. The
system was experimentally tested and validated for
five months by monitoring temperature, humidity,
and nutrient recirculation control in a hydroponic
system in Loja, Ecuador. The developed system is
smart enough to adequately control the hydroponi-
cenvironment based on the multiple input parameters
collected, facilitating effective management for farm-
ers and improving production.

El IoT es tendencia tecnológica que hace posible
sistemas inteligentes entre cosas conectadas. Su apli-
cación se encuentra en diferentes campos, uno de
ellos es la agricultura, donde el uso de nuevas técni-
cas, como la hidroponía, está en auge. Es importante
abordar esta área, porque la población mundial alcan-
zará un aproximado de 9600 millones de habitantes
para el 2050, por ende, para satisfacer esta demanda
se necesita que el ritmo industrial agrícola sea aún
más rápido y preciso. Además, el aumento de la tem-
peratura ambiente y los cambios climáticos por el
calentamiento global también están afectando negati-
vamente a la producción agraria. En esta investigación
se presenta un sistema de monitoreo IoT escalable
basado en la tecnología Sigfox con capacidades de
predicción del 89,37 % a través de redes neuronales
para aplicaciones agrícolas. Se proporciona una ar-
quitectura efectiva de cuatro capas que consta de
percepción, red, middleware y aplicación. Para la
validación, el sistema fue construido, probado experi-
mentalmente y validado mediante el monitoreo de la
temperatura, humedad y control de la recirculación
de nutrientes, en un sistema hidropónico de la ciudad
de Loja en Ecuador, durante cinco meses. El sistema
desarrollado es lo suficientemente inteligente para
proporcionar la acción de control adecuada para el
entorno hidropónico, en función de los múltiples pará-
metros de entrada recopilados, facilitando una gestión
efectiva para los agricultores, por ende, mejorando su
producción.

Keywords: Hydroponics, Sigfox, Neural Networks,
Ufox, Internet of Things, Smart Agriculture
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Ufox, Internet de las cosas, agricultura inteligente
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1. Introduction

The Internet of Things (IoT) is a cutting-edge tech-
nology that has brought multiple benefits to the pop-
ulation and organizations in recent years. One of the
main benefits of using this innovative technology is
the ability to produce and consume services in real-
time. IoT offers solutions in different scenarios such
as traffic, healthcare, security, smart homes and cities,
etc. [1–3]. IoT technology is also used in different ar-
eas and levels of industrial and agricultural produc-
tion in agriculture [4]. The main contribution of IoT
in agriculture is monitoring, which helps automation
and information gathering to have precision-controlled
crops and greenhouses [5]. Precision agriculture aims
to provide a decision-support system that helps farm-
ers implement efficient farming practices to increase
profitability, reduce environmental risks, and preserve
natural resources [6, 7].

Agricultural monitoring applications use sensors
or devices to help farmers collect relevant data that
benefit crop growth and production. Some IoT-based
approaches analyze and process data remotely by ap-
plying cloud services [8–10], which helps researchers
and farmers make better decisions. A case study of IoT
management that monitors variables such as wind, soil,
atmosphere, and water over a large area is proposed
in [11]. This study identifies agricultural monitoring
solutions considering sites or subdomains to monitor
soil, air, temperature, water, diseases, location, envi-
ronmental conditions, pests, and fertilization. It also
explains how IoT enhances human interaction through
electronic devices, low-cost communication protocols,
and communication technologies.

Sigfox wireless communication technology is an
emerging low power wide area (LPWAN) technology
that offers secure data transmission and low power
consumption [12]. It uses unlicensed radio spectrum
in the industrial, scientific, and medical (ISM) bands
and enables two-way communication between users
and sensors on an individual or group level. Therefore,
Sigfox is suitable for IoT applications that only require
the transmission of small data packets and low power
consumption. Hernández et al. [9] present a relevant
case where they design a scalable IoT-based monitor-
ing system with prediction capabilities for agricultural
applications, provide an effective four-layer architec-
ture, and implement the connectivity of greenhouse
monitoring system devices over the Sigfox network.

Despite recent advances in IoT technologies, their
implementation in agriculture remains challenging.
One of the main problems is monitoring the variation
of weather conditions in greenhouses or crop fields. It
is necessary to efficiently place several measurement
points within the crop fields to obtain more detailed
information about the behavior of environmental con-
ditions. This work aims to design and implement an

IoT-based monitoring system for hydroponic crops
using a scalable, modular, and low-cost system archi-
tecture.

The system monitors weather conditions and risk
factors affecting crop growth, considering temperature
and humidity as relevant variables. For this, a cus-
tomized IoT device was built using the Sigfox network
to send the data to the Internet, and the ThingSpeak
platform was used to visualize and analyze the data. A
machine learning algorithm was created to predict tem-
perature considering humidity and the data collected
by the system to simulate future changes in climate
variables. The system was validated in a hydroponic
lettuce system in Loja. The main contribution of this
research is to propose the application of a practical
and scalable system to monitor and control climatic
conditions in crops. The IoT structure consists of a
four-layer architecture: a sensing layer to collect crop
information, a network layer to facilitate Internet con-
nections, a middleware layer to enable cloud services,
and an application layer to deliver specific information
to users.

The research is divided into sections: Section 1,
introduction; Section 2, materials and methods; Sec-
tion 3, architecture of the proposed IoT monitoring
system; Section 4, design and implementation of the
system components; Section 5, experimental validation
of the implemented monitoring system; and Section 6,
conclusions and future directions of the research.

2. Materials and methods

This research was conducted at the Marieta de Vein-
timilla School in Loja, with a quantitative experimental
approach to develop and implement an IoT system
for monitoring and predicting environmental variables
such as temperature, humidity, and UV radiation. For
this, a phased model was proposed according to the
proposed architecture.

The first phase was to develop the IoT prototype
using Sigfox technology and electronic components of
free software and hardware. The second phase was to
collect temperature and humidity data using DTH22
and ML8511 UV sensors to determine UV radiation.
A Ufox controller synchronized to a real-time clock
(RTC) unit was used as a central module, which ac-
tivates and deactivates a water pump that provides
liquid and nutrients to a hydroponic growing system.
Sigfox technology transferred the real-time information
to the ThingSpeak IoT platform.

The third phase focused on a data analysis method
based on neural networks. The information collected
by the sensors was the basis for the learning model to
predict the variables related to the system and thus
predict the environmental conditions that affect plant
growth. The final phase was to present the data to the
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user to monitor the status of the sensors and estab-
lish correlation. The inverse proportionality between
the temperature and humidity variables, essential for
determining cultivation parameters in the hydroponic
system, was verified.

2.1. System architecture

The study of the Internet of Things (IoT) has resulted
in extensive scientific literature. There are multiple
architectures, frameworks, or conceptual models for
IoT systems [13–17]. However, there is no single stan-

dard reference architecture that encompasses a variety
of technologies. In [18, 19], the incorporation of IoT
technologies for sustainable agriculture is discussed.

Figure 1 shows the proposed multi-layer architec-
ture for the IoT-based hydroponic monitoring system.
This design has four layers: sensing layer, network
layer, middleware layer, and application layer, and
streamlines production processes using a practical and
scalable system. This means that the architecture al-
lows monitoring several variables or an entire process
at minimal cost, benefiting the cultivation process
through hydroponic systems or smart farming.

Figure 1. Proposed architecture for the monitoring system

Optimal plant growth conditions depend on the
needs and requirements of each plant. Therefore, an
environmental monitoring system is essential to maxi-
mize effective and sustainable crop production. Gen-
erally, the microclimatic parameters that determine
crop productivity must be continuously monitored and
controlled to create an optimal environment. However,
climatic heterogeneity can cause significant differences
in quantitative and qualitative plant characteristics,
productivity, and the development of various diseases.
The sensing layer shows the connected sensors and
devices that enable remote climate monitoring.

Some environmental factors that affect plant
growth are temperature, relative humidity, CO2, light,
and water [20]. For this case study, the IoT device
includes only temperature, relative humidity, UV ra-
diation, and water and nutrient monitoring sensors.
These sensors are connected to a digital, analog, and
PWM input of a Ufox microcontroller with a Sigfox
module integrator for communication. The RTC mod-
ule connects using an I2C interface to the controller
that controls the time for the recirculation of nutrients
to the system. It has a real-time calendar that turns
on a pump every four hours for ten minutes, sufficient
time for adequate growth of the lettuce plants.

Communication technologies play an essential role
in the implementation of IoT systems. There are sev-

eral standards for data transmission between sen-
sors and IoT platforms. They can be classified as
short-range wireless networks (e.g., Zigbee, Bluetooth,
Z-Wave, Wifi, etc.) or long-range wireless networks
(GPRS, 3G, 4G, and 5G). Short-range networks re-
strict the ability to provide global coverage, while
conventional long-range networks are expensive and re-
quire much power. Consequently, IoT applications have
driven a new type of wireless technology called low-
power wide area network (LPWAN) [21]. These further
wireless communications are better suited to machine-
to-machine (M2M), and IoT devices; LoRaWAN, Sig-
fox, and NB-IoT are among the leading LPWAN tech-
nologies for IoT implementation. Each business activity
has different requirements and specifications for IoT
connectivity, such as coverage, performance, packet
size, power consumption, cost, etc.

For hydroponic system monitoring applications,
it is crucial to establish connections to use low-cost
hardware with long-distance coverage and low power
consumption, and scalability. This is why the con-
nectivity of the proposed system to the IoT device
over a Sigfox network was established. Once the data
were collected at the IoT device, the LPWAN module
sent the data to the Internet using the Sigfox network.
The data communication followed the Sigfox protocol,
where each device has a unique ID to route and sign
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the messages.

Agricultural data analysis requires involving farm-
ers in creating data processing services to optimize the
crop production cycle. Because of this, a scalable mid-
dleware layer was integrated to develop, implement,
and operate the software. The middleware or service
layer is where users’ software services or applications
are created and managed. This layer was generated
using the ThingSpeak platform, which supports service
management and data processing.

An IoT system user interface that allows the moni-
toring, visualization, and interpretation of data coming
from the system’s sensors was proposed. A web applica-
tion interface was integrated into the Sigfox back-end
platform through its application programming inter-
faces (APIs). The web API integration is based on
HTTPS REST requests with the POST method and
provides the interface from the protocol stack to the ap-
plication. Therefore, the web application displays the
measurements collected from the sensors, triggering
calls through the Sigfox REST API. The ThingSpeak
platform interface was used to streamline this process,
as shown in Figure 2.

Figure 2. Data visualization and monitoring

2.2. Implementation of IoT-based monitoring
system

Figure 3 shows the diagram of the IoT device created
to monitor temperature, humidity, and UV radiation.
This prototype comprises four main components: a
communication module, temperature and humidity
sensor, UV radiation sensor, and RTC control. This
device can be powered by batteries or mains electricity.
Figure 4 shows the implemented IoT device; the Ufox
communication module that enables wireless connec-
tion to the cloud through the Sigfox network service
is shown inside a yellow rectangle.

The data from the proposed device were val-
idated by comparing humidity, temperature, and
UV radiation data from the TuData project
(http://tudata.info/), a form of meteorological data
collection in Loja.

Figure 3. IoT device diagram

Figure 4. IIoT device implementation

Figure 5 and Figure 6 show the close relationship
between the data obtained in January, demonstrating
that the IoT sensor sent consistent and valid infor-
mation related to the TuData weather measurement
system.

The DHT22 sensor was used as a digital interface
to measure humidity and temperature. A capacitive
sensor was incorporated to calculate the percentage of
relative humidity in the air, and a microcontroller was
used to convert analog to digital values. The humidity
measurement range was 0 to 100%, with an accuracy of
2%. The temperature measurement range ranged from
-40 to 80 degrees Celsius with a measurement accuracy
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of fewer than ±0.5 degrees Celsius at a resolution of 0.1
degrees. The sensing time was 2 seconds. The power
supply range was 3 to 6 volts DC. Only one wire or
conductor cable not exceeding 20 meters is required
for connection to the microcontroller.

Figure 5. Humidity histogram of the created IoT device.

Figure 6. Relative humidity histogram of the TuData
project.

2.3. Prediction

Artificial neural networks (ANNs) application for data
analysis has increased considerably nowadays due to
their multiple uses and advantages, such as adaptive
learning, fault tolerance, and real-time operations [22].
ANNs predict climatic variables, greenhouse-type envi-
ronments, and implicit variables, such as humidity, tem-
perature, altitude, etc. ANN techniques are based on
mathematical models that simulate the principles of bi-
ological neural networks, with the ability to learn from
their environment [23]. They are generally distributed
in layers and interconnected through a network archi-
tecture [24], where three layers can be distinguished:
the input layer, the hidden layer, and the output layer.
Other Machine Learning (ML) approaches, such as
support vector machines, fuzzy logic, genetic models,
etc., can be used in predicting weather variables. Still,
the ANN model has an easy-to-implement structure
and has shown better harmony between performance
and complexity [25]. Based on a supervised analysis,
an ML algorithm was defined using the R language to

analyze the patterns of a hydroponic system to pre-
dict temperature as a function of humidity following
a three-layer model (input layer, hidden layer, and
output layer) [23], because this structure is related to
Kolmogorov’s theory, which states that any continu-
ous function can be approximated by a network with
a hidden layer [26]. Figure 7 shows the implemented
three-layer ANN

Figure 7. Structure of the proposed neural network.

The prediction of temperature (x) over time (m) is
expressed as [26], using equation (1).

x̂ [m] =
M∑

j=0
w

(2)
j,1 ϕ(aj) (1)

With (2):

aj =
{ 0 if j = 0∑N

i=0 ω
(1)
i,j x [i] = XT W

(1)
j otherwise

(2)

Where ϕ(aj) is the output of the
j-ésima neuron with activation function,
ϕ(aj) = tahn(aj), x = (1, x [1] , . . .,
x [N ])T the vector of input signals, and

w =
{

w
(ι)
1 , . . ., w

(ι)
M

}
, whit W

(ι)
j =

(
W ι

1,j,...,W ι
N,j

)T

for ι = 1, 2 , the sets of all network weight and bias
parameters. The transpose of a vector is denoted by
()T , and the identity activation function f (z) = z
determines the total output of the neural network.
Finally, the network is trained with a Resilient Back-
propagation algorithm to calculate the error gradient.

3. Results and discussion

The proposed IoT monitoring system was implemented
in a hydroponic system for growing lettuce in Loja,
Ecuador. Soilless cultivation is becoming an effective
technique for planting certain vegetables. Optimal
temperatures for lettuce cultivation are cold climates
ranging between 15 and 18 degrees Celsius, maximum
temperatures between 18 and 24 degrees Celsius, and
relative humidity of 70% [27]. The quantitative anal-
ysis of this study aims to provide information on the
current understanding of new IoT technologies and
their impact on existing production methods.
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The size of the hydroponic system studied is ap-
proximately 400 plants, as shown in Figure 8. Ambient
temperature and humidity measurements were taken
every 10 minutes, totaling 144 samples daily for five
months between January and May 2022. However, sam-
ples were missing due to some communication, power,
or other failures. We estimated the missing samples
using the nearest-neighbor imputation technique to
solve this problem.

The ThingView application was used as a mobile
user interface for real-time monitoring, interpretation,
and visualization. This application functions as the
interaction interface between the user and the system
for precision crop control and monitoring. Figure 9
shows the measurement dataset from the web user

interface.

Figure 8. Case study hydroponic system

Figure 9. Temperature and humidity measurements

3.1. Training and testing of ANNs

Before the training and testing process for the adjust-
ment of the prediction model, it was necessary to define
the origin of the data taken from sensors with IoT tech-
nology. These data were transmitted and captured in
real-time during January and May 2022, considering
this time is the winter season according to the climatic
zone. It was possible to collect 6000 records purified
through a cleaning and validation process to obtain a
total of 5063 base records for the experimentation that
served as the primary input of the neural network.

The training data considered 70 % of the total
validated records, while the remaining 30 % was used
in testing. In the experimentation practice, a data nor-
malization process was performed to achieve a better
coupling between the model and the data, where dmax

is the highest value in the data set and dmin is the
lowest; rmax = 1 , and rmin = −1 represent the maxi-
mum and minimum values for the corresponding range
mapping.

d̄s [kT ] =
[

ds [kt] − dmin

dmax − dmin
(rmax − rmin)

]
+ rmin (3)

After the training process, the optimized weights

and ANN biases were accurately calculated. The test
data set was evaluated using the root mean square
error (RMSE) and a confusion matrix to assess the
accuracy of the predictions by performing a supervised
analysis. The RMSE established the absolute level of
fit that the model generated on the data by comparing
the value predicted by the ML model with the actual
value in the dataset [28] (equation (4)).

Where ŷ is a vector containing a data set of n
predictions, and y is the vector of actual values to
evaluate the denormalized prediction results compared
to the simulated unscaled data.

RMSE = 1
n

n∑
i=1

(ŷι − yi)2 (4)

3.2. Prediction results

Implementing a design of homogeneous experiments
was necessary to obtain the results. The primary va-
riable analyzed was the number of neurons to be es-
tablished in the network’s hidden layer to determine
the best scenario. The variables were also validated
using correlation indexes, showing the association level
between two quantitative random variables. A degree
of correlation is considered to exist when the data of
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one variable varies systematically with the values of
the other [29].

Figure 10 shows a significant negative correlation
index between the temperature and humidity varia-
bles corresponding to -0.95, which can be considered a
strong negative correlation.

Figure 10. Correlation index.

The design of experiments emphasizes the number
of neurons within the hidden layer of the network and

the interconnections generated by the relationships
between them. The experiments were validated by ran-
domized cross-validation. Table 1 shows the model,
the number of neurons in the hidden layer, the RMSE
value generated, and the prediction accuracy obtained.

The model that best fits this type of data is ANN
4, which consists of four neurons in the hidden layer
and has a better performance, with an RMSE value
of 0.11 and an accuracy of 89.37 %, according to the
supervised data analysis. Figure 11 shows the structure
of the neural network.

Figure 11. Neural network structure

Table 1. Model indications

Model Neurons Algorithm
Activation Learning

Threshold RMSE Accuracy
function rate

RNA 1 1 Resilient Sigmoid 0.01 0.01 0.14 87.33%Backpropagation

RNA 2 2 Resilient Sigmoid 0.01 0.01 0.13 88.01%Backpropagation

RNA 3 3 Resilient Sigmoid 0.01 0.01 0.14 87.1%Backpropagation

RNA 4 4 Resilient Sigmoid 0.01 0.01 0.11 89.37%Backpropagation

RNA 5 5 Resilient Sigmoid 0.01 0.01 0.14 87.33%Backpropagation

Considering the variables analyzed, the experimen-
tal environment, and the data obtained, it can be
stated that the temperature can be predicted with
89.37 % accuracy as a function of humidity, according

to the experiments performed and the ANN 4 model
defined. Figure 12 shows the prediction results. The
predicted values were compared with the actual tem-
perature measured by the IoT system for one week
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Figure 12. System temperature and expected temperature.

4. Conclusions

This research presented an IoT-based monitoring sys-
tem for smart agriculture, designed and implemented
to provide optimal conditions and cost-effective so-
lutions for plant cultivation methods and life cycles
of hydroponic systems. The system design, implemen-
tation, and machine learning application for environ-
mental prediction were analyzed in detail. The IoT
system was experimentally validated by monitoring
temperature and humidity for five months. The system
availability rate during this period was approximately
85 % due to human failures and packet loss. The case
study demonstrated that 100% spatial coverage of the
system could be achieved with only one IoT device
for a hydroponic system with a capacity of 400 plants.
Accurate automatic control for nutrient recirculation
was conducted with 100 % functionality through the
control of the RTC module.

A data-driven prediction model was implemented
using an artificial neural network. The results showed
that the ANN model could be used to predict tempera-
ture as a function of humidity; with a simple three-layer
ANN and four neurons in the hidden layer, the pre-
diction accuracy was 89.37 %. Compared to similar
solutions, the proposed IoT framework is more flexible
and meets the requirements for optimizing productivity
and sustainability through emergent communication.
Further studies will focus on experimental greenhouse
validation using automatic control and long-term tem-
perature and humidity predictions. Another relevant
topic for future research could be implementing and
evaluating specific operations and/or strategic decision-
making using the proposed IoT system architecture.
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Abstract Resumen
The use of photovoltaic solar plants for the generation
of electrical energy has been constantly increasing in
recent years, and many of these plants are connected
to the external electrical network, which makes it
necessary to forecast the electrical energy generated
by the solar plants to assist in the management of the
network operator. This research presents a method-
ology based on data science to develop the forecast
of electrical energy generated from photovoltaic solar
plants, using three different techniques for comparison
purposes: time series analysis, multiple linear regres-
sion, and artificial neural network. Historical data of
peak power, solar irradiance, ambient temperature,
wind speed, and soiling rate from an experimental
NREL photovoltaic solar plant were used. To evalu-
ate the performance of the models, the RMSE, MAE,
and MAPE metrics are used, resulting in the ARIMA
model of the time series analysis having the best per-
formance with a MAE of 1.38 kWh, RMSE of 1.40
kWh, and MAPE of 6.35%. In the correlation anal-
ysis, it was determined that power generation was
independent of the soiling rate, so this variable was
discarded in the regression models.

El uso de plantas solares fotovoltaicas para la genera-
ción de energía eléctrica ha ido en constante aumento
en los últimos años. Muchas de estas se conectan a
la red eléctrica externa, por lo que se hace necesario
el pronóstico de la energía eléctrica generada por las
plantas solares para coadyuvar en la gestión del ope-
rador de la red. En esta investigación se presenta una
metodología basada en la ciencia de datos para desa-
rrollar el pronóstico de energía eléctrica generada de
plantas solares fotovoltaicas, utilizando, para efectos
de comparación, tres técnicas diferentes: análisis de
series de tiempo, regresión lineal múltiple, y red neu-
ronal artificial. Se trabajó con los datos históricos de
la potencia pico, la irradiancia solar, la temperatura
ambiente, la velocidad del viento, y la tasa de su-
ciedad, de una planta solar fotovoltaica experimental
del NREL. Para evaluar el desempeño de los modelos
se utilizan las métricas RMSE, MAE, y MAPE, re-
sultando que el modelo ARIMA del análisis de series
de tiempo fue el que mejor desempeño tuvo con un
MAE de 1.38 kWh, RMSE de 1.40 kWh, y MAPE de
6.35%. En el análisis de correlación se determinó que
la generación de energía era independiente de la tasa
de suciedad, por lo que se descartó esta variable en
los modelos de regresión.

Keywords: Machine learning, solar irradiance, arti-
ficial neural network, linear regression, time series,
ambient temperature.

Palabras clave: aprendizaje automático, irradiancia
solar, red neuronal artificial, regresión lineal, serie de
tiempo, temperatura ambiente
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1. Introduction

The use of renewable energy sources for electricity pro-
duction has increased in recent years due to public poli-
cies in some countries aimed at reducing environmental
pollution caused by fossil fuel sources and bringing elec-
tricity to remote places where the traditional power
grid does not reach. According to the 2022 Global
Renewable Energy Status Report, in 2011, 20.4% of
electricity came from renewable sources, mainly hy-
dro, solar, wind, bioenergy, and geothermal. In 2021
this percentage increased to 28.3% (15% hydro, 10%
solar and wind, and 3% bioenergy and geothermal).
As for solar photovoltaic energy, in 2021, there were
942 GW of installed capacity for electricity generation
worldwide, showing an increase of 23% compared to
2020 [1].

The use of solar energy for electricity production
has been evolving technologically, so the use of solar
photovoltaic plants connected to the external power
grid has been increasing, reporting an increase of 20%
worldwide by 2021 [1]. The energy coming from solar
photovoltaic plants is subject to climatic variations,
specifically solar irradiance, and temperature. To con-
tribute to the stability and reliability of the electrical
system, it is necessary to develop forecasts of the en-
ergy generated considering the historical data of these
climatic variables. This forecast also contributes to
improving the management of the operation and main-
tenance of these solar photovoltaic plants.

Therefore, this research aims to present a method-
ology based on data science to develop the forecast of
electric power generation from solar photovoltaic plants
and to present a comparative study of three different
techniques to obtain the forecast models: ARIMA (Au-
toregressive Integrated Moving Average) model of time
series analysis, multiple linear regression, and artifi-
cial neural network. For the evaluation of the models,
the metrics mean absolute error (MAE), root mean
square error (RMSE), mean absolute percentage error
(MAPE), and the coefficient of determination R

2 were
used.

Several research studies on the proposed objectives
were reviewed, and various publications were found.
Mittal et al. [2] reviewed the use of machine learning
for photovoltaic power forecasting, reaffirming that
solar irradiance and temperature are essential for this
forecast. They concluded that hybrid models are the
best option for better predicting solar photovoltaic
energy.

Sharkawy et al. [3] developed a study using a neu-
ral network to create a short-term solar plant power
forecasting model. They considered five days of data
to train the model and the remaining day of data to
evaluate the model. The input variables were temper-
ature and radiation. They concluded that the model
obtained is adequate since, in training, the RMSE was

0.187 MWh, and in the forecasting phase, the abso-
lute error was 0.08 MWh. Kasagani y Manickam [4]
conducted a daily power forecasting study using artifi-
cial neural networks and the historical data of power,
operating hours, daily global solar radiation, and am-
bient temperature of the solar photovoltaic plant. As
a performance metric, they used the relative RMSE.
They concluded that the forecast using an artificial
neural network with three neurons in the hidden layer
was the best performing, with a MAPE of 4.18% and
a relative RMSE of 5.74%. Pattanaik et al. [5]per-
formed a comparative analysis of different methods for
power forecasting of a solar photovoltaic plant. They
concluded that forecasting using genetic algorithms is
more convenient and accurate than statistical analysis.

Akhter et al. [6]reviewed the methods for fore-
casting electric power generated by solar photovoltaic
plants based on machine learning and metaheuristic
techniques. They showed the advantages and disadvan-
tages of each method and compared heuristic methods
with machine learning methods. They concluded that
hybrid techniques (composed of at least two methods)
are the most accurate for all forecast horizons, with a
reduction of about 15% in MAPE and RMSE. Alaraj
et al. [7] developed a decision tree ensemble-based
model for power forecasting of a solar photovoltaic
plant, using meteorological data from Qassim in Saudi
Arabia and comparing their results with other models.
They considered the metrics RMSE, MAE, MAPE,
and training time to evaluate the model. They con-
cluded that the ENBG model is the best-performing
model, with an MAE of 8.89 W in the training phase
and 12.05 W in the test phase.

Anuradha et al. [8] analyzed the power forecast-
ing of a solar photovoltaic plant by applying different
machine-learning techniques and using historical data
of climatic variables and generated power. The tech-
niques used were support vector machine, random
forests, and linear regression. They concluded that the
random forest regression model was the most accurate
in its results, with 94.01%. Borunda et al. [9] presented
a fast methodology to evaluate the best location of a
solar photovoltaic plant and to forecast the electric
power it will generate, using historical data of climatic
variables and machine learning algorithms. They vali-
dated the methodology by comparing it with real solar
photovoltaic plants in Mexico.

This research consists of several sections; Section 2
explains the methodology and data used in the study;
Section 3 shows the results obtained; and Section 4
shows the research conclusions. The bibliographic ref-
erences used are also shown.
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2. Materials and methods

The methodology consists of applying the stages of a
data science project, applying its methodology in each
stage. According to VanderPlas [10], data science is an
interdisciplinary area that includes, in turn, three dif-
ferent areas: statistical skills to model and summarize
data; computer skills to design and use algorithms to
store, process and visualize these data efficiently; and
expertise in the specific field or business of research,
which in this work, is the generation of electric power
from solar photovoltaic plants.

Cielen’s work [11] presents the stages of a data sci-
ence project. The first stage consists of establishing the
objectives to be achieved, which requires knowledge of
the field, i.e., generation from solar photovoltaic plants
and meeting needs. The second stage consists of obtain-
ing the data of interest, which, in this case, correspond
to the regular measurements of the variables in a solar
photovoltaic plant from its data acquisition system.
The variables required to form the data set depend on
the project objective(s). Once the dataset is available,
the next step is to process the data, which consists
of reviewing, cleaning, transforming, and combining
these data to have the appropriate structure. Then,
exploratory data analysis is performed using statisti-
cal and graphical techniques that can be univariate,
bivariate, or multivariate. At this stage, knowledge of
interest for the study may already be found, so some
projects only reach this stage. If the knowledge from
the previous step is insufficient, or if the idea is to move
on, the data modeling stage is implemented, which con-
sists of applying mathematical algorithms to obtain
models that deepen the knowledge acquired. The num-
ber and type of algorithms depend on the objectives
set in the first stage. Finally, the decision-making stage
is reached, considering the results obtained.

One might think that the stages of a data science
project are applied sequentially; however, there may be
cases where this does not occur. Depending on the re-
sults obtained in the exploratory analysis stage and/or
the modeling stage, it may be necessary to return to
the data processing stage to improve the structure of
the data, to the data collection stage to obtain some
other variable, or even to the first stage to reformulate
the project objectives.

The methodology is applied to data from a par-
ticular solar photovoltaic plant. This section presents
the data collection and data processing stages. The ex-
ploratory data analysis and modeling stages are shown
in the next section.

2.1. Data collection

The data used in this research come from the data
acquisition system of a solar photovoltaic plant at the
U.S. National Renewable Energy Laboratory (NREL)

in Golden, Colorado. They were collected from the
public dataset web page of the NREL data acquisition
system [12].

The plant comprises five Sanyo mono-silicon so-
lar panels with 200 watts of peak power each [13].
These panels are installed in a fixed mounting, with
a 40° tilt angle and an azimuth angle 180°. The data
correspond to measurements taken and stored every
minute of the plant’s peak power output (“ac_power”)
in watts, ambient temperature (“ambient_temp”) in
degrees Celsius, irradiance (“poa_irradiance”) in watts
per square meter, wind speed in meters per second
(“wind_speed”), and soiling rate (“soiling”). Data col-
lection began on February 25, 2010, and ended on
December 13, 2016, with 1.558.875 rows (records or
instances).

2.2. Data processing

Data processing techniques are applied at this stage,
such as detecting possible missing data or duplicate
rows, outlier detection, data transformation, data col-
umn combination, and verifying the appropriate for-
mat for the different variables. The way to apply these
and other techniques using the Python programming
language is described in [14].

After an initial review, seven missing data were
detected in the ambient temperature variable, and 17
362 missing data in the wind speed variable. The rows
with missing temperature data correspond to less than
0.001% of the total rows, and the rows with missing
wind speed data correspond to approximately 1.11%
of the total rows. Although these percentages are low,
it was decided to attribute them to the mean value of
the three data closest to the missing data. It is worth
mentioning that no duplicate rows were detected.

Considering the data in the original date column,
columns corresponding to the data reading’s year,
month, week, day, and hour were created. Likewise,
considering the column of peak electric power, the
column of generated electric energy (“ac_energy”) in
kilowatt hours (kWh) was created, which is used as
the target variable in the forecast models. As for the
ambient temperature, it was rescaled from Celsius to
Kelvin units.

It was detected that there were no records for Jan-
uary, September, and October 2010, which could alter
the results of the exploratory analysis. Consequently,
this analysis was performed with existing data between
2011 and 2016.

3. Analysis and results

This section presents the stages of exploratory analysis,
data modeling, and the discussion of results.
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3.1. Exploratory data analysis

After processing the data in the previous stage,
1,429,678 rows or records were obtained correspond-
ing to the minute values of the measurements of the
variables and the other variables that were generated.
Data sets with daily, weekly, monthly, and annual res-
olutions were obtained for analysis. This was achieved
by grouping the original data with minute resolution
in the corresponding period.

Table 1. shows the results of the descriptive analysis
of the daily data using univariate statistics. It can be
observed that, except for the (soiling) rate, the mean
value of the variables is close to the median value. The
range of the solar irradiance and wind speed variables
is high, with the mean value closer to the minimum
value than the maximum value.

Table 1. Descriptive statistical summary of the data.

Statistics
Variables

ac_energy ambient_temp poa_irradiance soiling wind_speed
Mean 4.19 286.96 465.02 95.87 1.76

Standard deviation 1.66 9.91 165.34 4.28 0.71
Minimum 0.00 252.21 33.34 75.89 0.00

First quartile 3.22 279.67 360.27 94.12 1.32
Median 4.57 287.30 490.45 97.40 1.60

Third quartile 5.48 295.28 595.11 99.00 1.99
Maximum 6.98 306.29 1,237.92 100.00 6.15

Next, a correlation analysis was performed con-
sidering the climatic variables, the soiling rate, and
the AC electric generation, with data on a daily scale.
According to Navlani et al. [15], Pearson’s method is
used when the data are symmetrically distributed (nor-
mal) to calculate the correlation coefficient. However,
Spearman’s method is recommended when the data
has asymmetry and/or outliers. Kendall’s method is
used when the data is not required to follow some dis-
tribution. Because of this, all three methods were used
to calculate the coefficients of all variables concerning
AC electric power. The results are shown in Table 2.

Table 2. Correlation coefficients.

Variable
Method

Pearson Spearman Kendall
ac_energy 1.00 1.00 1.00
poa_irradiance 0.78 0.83 0.71
ambient_temp 0.43 0.32 0.21
wind_speed 0.27 0.30 0.20
soiling 0.01 0.02 0.02

To interpret the values shown in Table 2, it should
be remembered that the correlation coefficient varies
between "–1" and "1". When the value is positive, the
direction of increase or decrease of the pair of varia-
bles is the same, and when the value is negative, the
direction is the reverse. On the other hand, the abso-
lute value "1" means that the magnitude of growth or

decrease is equal for both variables, while the value
"0" means that the pair of variables is not related at
all. For the values between "0" and "1", we consider
Ratner [16] , who states that "values between 0 and
0.3 (0 and –0.3) indicate a weak positive (negative) re-
lationship. Values between 0.3 and 0.7 (–0.3 and –0.7)
indicate a moderate positive (negative) relationship.
Values between 0.7 and 1.0 (–0.7 and –1.0) indicate a
strong positive (negative) relationship".

Considering the results in Table 2, solar irradiance
has a strong and positive relationship with electric
power. Ambient temperature has a positive and mod-
erate relationship with electric power. The relationship
of wind speed with electric power is positive, weak to
moderate. While for this case, the relationship between
soiling rate and electric power is practically indepen-
dent.

Then, time curves were generated for the main va-
riables of the data set. Figure 1 shows the behavior
of the average solar irradiance (bars) vs. the electrical
energy generated (line) for each of the years of the
study period.

Figure 1. Solar irradiance vs. AC power

The average solar irradiance remained approxi-
mately constant during the study period. The energy
generated reached its maximum value in 2012, de-
creased to minimum values during 2014 and 2015, and
increased again in 2016.

Figure 2 shows the average monthly values of solar
irradiance, electric power, and AC energy generated.
The monthly energy production remained relatively
constant during the whole period, and the behavior
of the power almost perfectly followed the behavior of
the solar irradiance.

Figure 2. Monthly behavior of the variables
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Figure 3 shows the weekly average values of solar
irradiance and electric power, and the AC power gen-
erated per week of the year. The behavior of electric
power and solar irradiance is almost identical. As for
electric power, it reached its minimum value in the
fifth week of the year and its maximum value in the
thirteenth week. The energy generated decreased in
the last five weeks of the year.

Figure 3. Weekly behavior of the variables

Figure 4 shows the daily average values of solar
irradiance and electrical power, and the energy gener-
ated on each day of the month. Unlike the previous
curves, in this case, the shapes of the three curves are
approximately the same, with minimum values at the
beginning and middle of the month. The curves do not
have any defined trend (upward or downward).

Figure 4. Daily behavior of the variables

To visualize the symmetry and dispersion of the
data, Figure 5 shows the Box-Plot diagrams of each
variable on a weekly scale. Previously, the values of
each variable were scaled between zero and one for
comparison.

Figure 5. Box-Plot diagrams of the variables

According to Figure 5, it can be said that except
ambient temperature, all the other variables present
outliers. It is worth mentioning that they are slight
outliers, according to Tukey’s test [17], so they are
not imputed. Solar irradiance is the most symmetrical
variable, besides having few outliers. The soiling rate
is the variable with the most outliers and the highest
asymmetry. Ambient temperature is the variable with
the highest dispersion in its data, and solar irradiance
is the variable with the lowest dispersion.

3.2. Data modeling

Mathematical algorithms were applied to obtain fore-
casting models of the generated electric power. Specif-
ically, a multiple linear regression model, an artificial
neural network regression model, and a time series
analysis model were obtained using weekly data. The
data correspond to 310 weeks, from week 41, 2010,
to week 47, 2016. The data from week 48 to week 50,
2016, were used to compare the forecast obtained from
the three models mentioned above.

3.2.1. Multiple Linear Regression Algorithm

The multiple linear regression algorithm (MLR) is a
supervised machine learning algorithm. The model ob-
tained from this algorithm is linear in the parameters
(coefficients) and not necessarily in the explanatory or
predictor variables. The target variable is AC electric
energy in kWh, while the predictor variables are solar
irradiance ("poa_irradiance"), ambient temperature
("ambient_temp"), and wind speed ("wind_speed").
The soiling rate was not considered due to its null
correlation with the target variable; moreover, in the
first regression model, its coefficient in the regression
equation was not statistically significant.

It was verified that there are no significant corre-
lations between the predictor variables, as shown in
Figure 6. All the absolute values of the correlation co-
efficient are less than 0.3, indicating weak relationships
between the variables.

The data set, consisting of the objective and predic-
tor variables, was randomly divided into two parts. The
first part, composed of 80% of the data (256 records),
was used to create and train the regression model. The
second part, consisting of 20% (64 records), evaluated
the model obtained in the training phase. The metrics
used to assess the model were MAE and RMSE since,
according to [18], they are statistical measures used to
evaluate models. The R

2 was used, which according
to Hair et al. [19], is a "measure of the proportion of
the variance of the dependent variable concerning its
mean that is explained by the independent or predictor
variables". Alaraj et al. [7] use the same metrics except
for the R

2 .
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Figure 6. Correlation matrix of the predictor variables

After applying the algorithm, the coefficients 0.446,
0.043, and 4.002 were obtained for the predictor varia-
bles ambient temperature, solar irradiance, and wind
speed, respectively. This indicates that a unit increase
in the weekly average ambient temperature means an
increase of 0.446 kWh; a unit increase in solar irradi-
ance implies a rise of 0.043 kWh in power generation,
and a unit increase in the weekly average of wind speed
means an increase of about 4 kWh in weekly power
generation. The value of the intercept is -125.98.

Table 3 shows the results of the performance met-
rics. The predictor variables explain about 81% of
the variance of the objective variable, indicating that
the model has a good fit quality. Since the average
weekly generated electric power is 29 kWh, the ob-
tained RMSE (2.87) corresponds to almost 10% of the
mean, and the obtained MAE (2.30) is nearly 8%.

Table 3. RLM model indicators.

Indicator Value Obtained

R
2 0.81

RMSE (kWh) 2.87
MAE (kWh) 2.30
Shapiro-Wilk test to the residuals

Statistic 0.995
p-value 0.998

The Shapiro-Wilk test statistic was used to verify
the statistical assumption of normality of the residuals
required by this model, which has as its null hypoth-
esis that the data are normally distributed. The test
statistic varies between 0 and 1, indicating that the
data are normally distributed when it is close to 1. To
verify the rejection or not of the null hypothesis, the
p-value is considered. Table 3 also shows that the value
of 0.995 for the statistic and a p-value of 0.998 (greater
than 5% statistical significance) suggest insufficient
evidence to reject the null hypothesis that the residuals
are normally distributed [20].

3.2.2. Artificial neural network algorithm

When applying the artificial neural network (ANN),
the same data used for the multiple linear regression
model, the same objective variable, and the same pre-
dictor variables were used. For cross-validation of the
model, 80% of the data (256 records) were used for
training, and 20% of the data (64 records) were used
for evaluation.

According to Kapoor et al. [21], a "multilayer per-
ceptron" model was used, composed of the input layer,
the output layer, and a group of hidden layers between
the input and output. Three layers were used for this
study: an input layer, an output layer, and a hidden
layer. All the layers are dense because, according to
Moolayil [22], "a dense layer is a regular layer that
connects all its neurons with all the neurons of the
previous layer".

The activation functions were defined for each of
the network layers. The rectified linear activation func-
tion (ReLU) was applied for the input and hidden
layers, allowing only positive values to pass through.
These two layers have a total of 256 neurons each.
As for the output layer, this has a linear activation
function so as not to limit the forecast values, and
it has only one neuron, which is needed to forecast
the electrical energy. According to Chollet [23], a loss
function is required, which is used to control the de-
viation of the forecast from its expected value; so, for
this study, MAE and MSE were used as loss functions.
If the deviation is not adequate, its value is fed back
to the input through an optimization function, which
according to Chollet [23], updates the input weights
and repeats the cycle. In this research, he used the
root-mean-square propagation optimizer (RMSProp).
Sharkawy et al. [3] also use an ANN with three layers
but with a hyperbolic activation function.

Table 4 shows the results obtained by applying
the ANN algorithm. The quality of the fit is around
88%, which is better than that obtained with the RLM
model. Both RMSE and MAE are lower than those
obtained with the MLR model. As for the analysis of
the residuals, they are normally distributed since the
test statistic is close to 1 and the p-value is higher
than 5% of statistical significance.

Table 4. ANN model indicators.

Indicator Value obtained

R
2 0.88

RMSE (kWh) 2.35
MAE (kWh) 1.85
Shapiro-Wilk test to the residuals

Estadístico 0.967
p-valor 0.422
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3.2.3. Time series analysis

When applying the analysis to the time series of the
generated AC electric power, an ARIMA model is ob-
tained, which requires three parameters: the order of
the autoregressive part p, the order of integration d,
and the order of the moving average q. If the series is
seasonal, the three parameters for the seasonal part (P,
D, Q) must also be considered. The model is obtained
by applying the Box-Jenkins methodology, presented
in [24] and mentioned in more detail in [25].

The methodology starts with data preparation, in-
cluding transformation to stabilize variance and/or
differencing to make the series stationary (parameter
d is defined). The potential initial models are selected
using the autocorrelation and partial autocorrelation
functions (parameters p and q are defined). The pa-
rameters of the possible models are estimated, and the
best of them is selected using a performance criterion.
This criterion is usually the AIC (Akaike Information
Criteria), which, according to [26] , is the most popular
for selecting the best model. This is followed by the
diagnostic stage, in which the residuals are analyzed
to verify that they are equal or approximately equal
to white noise. Finally, the model is used to forecast
the time series.

Following the methodology, the extended Dickey-
Fuller test is applied to verify the stationarity of the
AC power series. According to Gujarati and Porter [27],
this test is also known as the unit root test and is pop-
ular in determining the stationarity or non-stationarity
of a time series. The test statistic was less than the
three critical values (1%, 5%, 10%). The p-value is
approximately equal to zero, so the null hypothesis of
the existence of a unit root is rejected. Therefore, it
can be said that the series in level is stationary. The
latter implies that the parameter d is zero.

Figure 7 shows the graphs of the autocorrelation
function (upper) and the partial autocorrelation func-
tion (lower) of the AC power series, considering up
to 106 lags because the data present annual season-
ality (52 weeks). There are at least two significant
autocorrelation values. The series is confirmed to be
seasonal, with the first seasonal value (week 52) signif-
icant for both graphs, which should be considered in
the proposed model.

After performing the corresponding iterations min-
imizing the value of the AIC metric and checking
the characteristics of the residuals obtained with
each model, the model selected for forecasting is
ARIMA(0,0,2)(1,1,1,1)52. The results obtained from
forecasting with the ARIMA model and the other
models are presented below.

Figure 7. Autocorrelation and partial autocorrelation
functions

3.2.4. Comparison of forecasts

Forecasts of electric power generated for weeks 48, 49,
and 50 of 2016 were performed using each of the three
models and were evaluated using RMSE, MAE, and
MAPE metrics. Table 5, shows the results of the energy
forecast in kWh, indicating that the ARIMA model
forecast is the closest to the actual values of energy
generated.

Table 5. Pronósticos de energía AC.

Week Real MRL ANN ARIMA
Energy Forecast Forecast Forecast

48 23.63 28.15 30.13 25.04
49 20.20 23.68 22.48 18.54
50 21.92 27.36 26.02 22.97

Table 6 shows the performance metrics of the three
models for the forecasts presented in Table 5. The
ARIMA model is the best performer, with a MAPE of
about 6% versus almost 20% for the other two models.
The MAE and RSME are much lower for the ARIMA
model.

Table 6. Performance of the models.

Metrics
Models

MLR ANN ARIMA
MAE (kWh) 4.48 4.29 1.38

RMSE (kWh) 4.55 4.63 1.40
MAPE (%) 20.39 19.16 6.35

The results in Table 6 agree with those reported
by [25] since these authors state that moving average
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methods are suitable for the short term and that re-
gression methods are more appropriate for the medium
and long term. For these authors, the "short term" is
associated with periods of up to three months, while
the "long term" refers to more than two years.

4. Conclusions

The behavior of the electrical energy generated over
time is similar to the behavior of the solar irradiance
for data with a resolution close to the minute resolution
of the measurements, i.e., daily resolution. This result
agrees with the correlation analysis, which showed that
solar irradiance correlates 0.78 with the electrical en-
ergy generated. Regarding ambient temperature and
wind speed, the correlation coefficient with electric
power is between moderate and weak, with 0.43 and
0.27, respectively.

The predictor variables of the multiple linear re-
gression model explain 81% of the variability of the
target variable. The analysis of the residuals derived
from this model indicates that they follow a normal
distribution. As for the artificial neural network model,
the coefficient of determination was 88%; the MAE
and RMSE indicators were lower compared to the
regression model, and the residuals were normally dis-
tributed.

While finding the appropriate ARIMA model, it
was determined that the AC electric power level series
is stationary and has annual stationarity. The model
obtained minimizes the AIC criterion; the residuals
are independently distributed and are not serially cor-
related.

When forecasting with the models obtained, the
ARIMA model performed best, with the lowest values
of the three error indicators: MAE, RMSE, and MAPE,
with 1.38 kWh, 1.40 kWh, and 6.35%, respectively. The
neural network model showed lower MAPE and MAE
indicators than those obtained with the multiple linear
regression model, but its RMSE metric was the highest
of the three models.
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Abstract Resumen
The view factor between surfaces is essential in radia-
tive heat transfer. Currently, there are no analytical
solutions to evaluate the view factors between tri-
angular geometries with common edges and angle θ
due to the high mathematical complexity associated
with their development. For these configurations, the
literature only has Sauer’s graphical solutions, which
generate average errors of 12%. This study developed
an approximate method that does not involve high
mathematical complexity and guarantees a fit of less
than 12%. For this purpose, 32 different geometric
configurations were studied (8 basic and 24 derived),
obtaining the solutions for each evaluated case. 42
different transmitter and receiver dimensions were
used to validate the models obtained. The vision fac-
tors were computed in each case using the analytical
solution (AS), the numerical solution obtained with
Simpson’s 1/3 multiple rules (SMR) with five inter-
vals, and Bretzhtsov’s cross-root (BCR). The results
obtained in each of the eight base cases were com-
pared. In all cases evaluated, the BCR showed the
best fits with an error of ±6% in more than 90%
of the samples, while the SMR showed an average
scatter of ±6% in 65% of the data. The practical
nature of the contribution and the reasonable fitting
values obtained show that this proposal is a suitable
tool for thermal engineering.

El factor de visión entre superficies es esencial en
la transferencia de calor por radiación. En la actu-
alidad, para evaluar los factores de visión entre ge-
ometrías triangulares con bordes comunes y ángulo
θ no se dispone de soluciones analíticas, debido a la
elevada complejidad matemática asociada a su desa-
rrollo. Para estas configuraciones, la literatura solo
tiene las soluciones gráficas de Sauer, cuyo uso genera
errores medios del 12 %. En este trabajo se desar-
rolla un método aproximado que no genere una alta
complejidad matemática y que garantice un ajuste
inferior al 12 %. Para este propósito fueron estudiadas
32 configuraciones geométricas diferentes (8 básicas
y 24 derivadas), siendo obtenidas las soluciones para
cada uno de los casos evaluados. Para la validación
de los modelos obtenidos se usaron 42 dimensiones
diferentes de emisor y receptor, siendo computados en
cada caso los factores de visión mediante la solución
analítica (SA), la solución numérica obtenida con la
regla múltiple de Simpson 1/3 (RMS) con cinco inter-
valos y mediante la raíz cruzada de Bretzhtsov (RCB),
comparándose finalmente los resultados obtenidos en
cada uno los ocho casos básicos. En todos los casos
evaluados, la RCB mostró los mejores ajustes, con
un error de ±6 % en más del 90 % de las muestras,
mientras que la RMS mostró una dispersión media
de ±6 % en el 65 % de los datos. La naturaleza prác-
tica de la contribución y los valores razonables de
ajuste obtenidos, establecen a la propuesta como una
herramienta adecuada para su uso en la ingeniería
térmica.

Keywords: triangular surfaces, Bretzhtsov cross-root,
view factor
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cruzada de Bretzhtsov, factor de visión
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1. Introduction

It is required to evaluate the thermal radiation between
surfaces in thermal engineering. The vision factor es-
tablishes what fraction of the radiant energy emitted
by one surface is intercepted by another [1].

The geometrical relationship between two surfaces
and its influence on the view factor has been stud-
ied for decades, obtaining numerical and analytical
solutions for different geometrical configurations [2–5].
For example, Howell extensively compiled view factors
with more than 320 different configurations [6].

The accelerated leap in using computational tech-
niques has generalized the implementation of com-
mercial programs based on the finite element method
(FEM) to solve thermal radiation problems [7–10].

Three-dimensional edge problems are reduced to
surfaces with common edges and angle θ included.
However, shape factor algebra is tedious for these ge-
ometries, so numerical solutions such as FEM are pre-
ferred [11–13].

In FEM, meshes generally use triangular elements
and rarely use rectangles or squares unless the overall
geometry is a perfect cube. Determining an analytical
solution for the view factor between triangular geome-
tries requires sums of multiple integrals due to changing
integration contours. In many cases, the solutions are
not elementary functions, requiring the manipulation
of inverse trigonometric functions, polylogarithms, and
sums of infinite series [14].

This makes direct integration extremely tedious
for unshared or without common edges geometries,
so numerical integration is preferred. For this reason,
analytical solutions for these types of geometries are
lacking [15].

Using SMR with five intervals, the view factors were
plotted for several perpendicular triangular geometries
with common edges [16]. However, their graphical inter-
pretation generated mean errors of 12 %, demonstrat-
ing that they do not apply to FEM since they cannot
be discretized. In the specialized technical literature,
only this graphical solution is available to obtain the
view factors between triangular geometries [6–13].

The BCR method provides a proper fit during the
approximation of complex functions, so it can be used
to create the expressions required in the FEM dis-
cretization. The BCR method is similar to the FEM
because its mathematical conception is based on the
formation of nodes, obtaining the polynomial fits from
the interconnection of the nodes [17]. Considering the
above, it is demonstrated that there is a lack of ana-
lytical solutions (exact or approximate) to estimate
the view factors between triangular geometries with
common edges and angle θ included.

Therefore, this study aims to develop approximate
solutions to calculate the view factors between tri-
angular geometries with common edges and angle θ

included, without involving high mathematical com-
plexity and guaranteeing a good fit concerning the SA.
Thus, it is possible to establish a new analysis method
for use in the FEM.

This research develops the exact analytical solu-
tions for eight basic triangular geometries and their
respective BCRs. For comparison, 42 examples with
various aspect ratios were calculated for each geometry,
using the AS, BCR, and SMR.

The practical nature of the contribution and the
reasonable fitting values obtained demonstrate that
this proposal is a suitable tool to be applied in thermal
engineering and related practices that require thermal
radiation calculations between triangular geometries.

2. Materials y methods

2.1. Definition of the view factor

The view factor F12 depends on the position and geo-
metrical configuration of the emitting surface A1 and
the receiving surface A2, defined as the fraction of the
radiation leaving the former and intercepted by the
latter, which is expressed as [18], in equation (1).

F12 = 1
πA1

∫
A1

∫
A2

cos O1 cos O2

r2 dA2 dA1 (1)

Where: O1, O2− angles between the normal vec-
tor of the areas dA1 and dA2 and the line connecting
the center of the surfaces A1 and A2, respectively. r–
distance between the centers of surfaces A1 and A2,
(see Figure 1).

Figure 1. Basic geometry of the view factor

Equation (1) requires a double integration over the
surfaces, which is complex and time-consuming since a
large set of immediate integrals must be manipulated
and subsequently factorized.

Numerical approximations can simplify the anal-
ysis because a suitable fit can be obtained with an
appropriate set of intervals. For three-dimensional (3-
D) configurations, various solution methods, such as
contour integration, are available [19–24].
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This work uses contour integration to obtain the
view factor of the eight geometries analyzed. To approx-
imate the special functions generated in the integration,
the BCR method is used.

2.2. Mesh creation for surface elements

In modern engineering, triangular elements are widely
used to generate meshes. In contrast, rectangular or

square elements are rarely used, except in cases where
the overall geometry is a perfect cube. Formulating
this type of geometry requires a complex mathematical
treatment that includes sums of the quadruple integral
equation (1) caused by the variation of the limits in
the projection on each coordinate axis. The viewing
factor between two rectangular surfaces of the same
width, with common edge and angle θ included, is
given by equation (2) (see Figure 2).

f(1) = Fa−b = sin2θ

πA1

∫ L

0
dy1

∫ D

0
dx

∫ W

0
dz

∫ D

0

xz

{(y1 − y2)2 + x2 + z2 − 2xzcos θ}2 dy2 (2)

The following substitutions are used to evaluate
equation (2).

After evaluating equation (2), we obtain the follow-
ing solution f(1), (equation (4)).

X = W/D;Y = L/D;R =
√
X2 + Y 2 − 2XY cos θ

(3)

f(1) = 1
πY



− sin 2θ
4

{
Y 2tan −1 (

X
Y

csc θ − cot θ
)

+ X2tan −1 (
Y
X

csc θ − cot θ
)

+ XY sin θ +
(

π
2 − θ

) (
X2 + Y 2)}

+

+ 1
4 ln

{{
X2

R2

(
1+X2

1+R2

)cos 2θ
}X2sin2 θ (

Y 2+Y 2R2

R2+Y 2R2

)Y 2sin2 2θ (
(1+X2)(1+Y 2)

1+R2

)cos2 θ+1
}

+

+(sin3 θ cos θ)tan−1
(

Y sin θ
√

X2+cot2 θ+1
X2−Y Xcos θ+1

) √
X4 + X2(cot2 θ + 1) + Xtan−1 (

1
X

)
+

+Y tan−1 (
1
Y

)
− Rcot−1(R) + sin 2θ

2

∫ Y

0

√
Z2 + cot2 θ + 1 tan−1

(
Xsin θ

√
z

2 +cot2 θ+1
z2−zXcos θ

+ 1
)

dz


(4)

In equations (2), (3) and (4), the angle θ is given in
radians. Equation (4) is very complex; for this reason,
the last integral was not solved because its solution
can be obtained numerically using Simpson’s 1/3 rule
(with at least eight intervals).

Drawing diagonal lines divides the emitting surface
A1 and receiving surface A2 into eight triangular ge-
ometries. Applying the shape algebra for the geometry
in Figure 3, 1

2n
n−1 = 1

2 44−1 = 32 combinations of view
factors are obtained (see Figure 3). The analyzed ge-
ometry is symmetric; therefore, it is possible to define
seven basic cases, as shown in Figure 4.

Case 1: Right triangle to rectangle, with common
side and angle θ between both surfaces.

Case 2: Right triangle to right triangle, with com-
mon side and angle θ between both surfaces: vertices
at a common point.

Case 3: Right triangle to right triangle, with com-
mon side and angle θ between both surfaces: vertices
at opposite ends.

Case 4: Isosceles triangle to rectangle, with com-
mon side and angle θ between both surfaces.

Case 5: Right triangle to right triangle of different
size, with angle θ between both surfaces: vertices at a
common point.

Case 6: Right triangle to right triangle of different
size, with angle θ between both surfaces: vertices at
opposite ends.

Case 7: Perpendicular right triangles with an equal

edge and arranged in opposite directions.
The view factors for the remaining cases can be

obtained using the sum rule.

Figure 2. Rectangles of equal width, with common edge
and angle θ included

Figure 3. Division of rectangular surfaces into triangular
elements
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Case 1 Case 2 Case 3 Case 4

Case 5 Case 6 Case 7

Figure 4. Basic configurations for triangular geometries

2.3. Modeling of the view factor. Case 1

In Case 1 (see Figure 5), it is satisfied that the equation
(5).

cos O1 = zsin θ
r ; cos O2 = xsin θ

r

r = (y1 − y1)2 + x2 + z2 − 2xzcos θ (5)

Figure 5. Basic Geometry for Case 1

Substituting equation (5) in equation (1), the view
factor F12 is given by equation (6).

f2 = sin2 θ
πA1

∫ L

0 dy1
∫ y1D/L

0 dx
∫ D

0 dz·
·
∫ W

0
xz

{(y1−y2)2+x2+z2−2xzcos θ}2 dy2
(6)

In equation (6), the change indicated in equation
(7) was made to perform the integration.

W = a;D = b;L = c (7)

Equation (6) is first integrated on the emitting sur-
face A1, obtaining a sum of integrals, which is given
by equation (8).

After a complex process in which it was necessary
to solve nn = 44 = 256 primitive functions, the sum
of double integrals of equation (8) was solved, whose
solution is given in equation (9).

f2 = 1
πA1

∫ b

0 dy
∫ c

0

{
tan−1 (

1
z

)
+ zsin2 θ

2 ln
[

z2(z2−2azcos θ+1+a2)
(1+z2)(a2+z2−2azcos θ)

]
− zsin θcos θ

[
π
2 − θ + tan−1 (

a−zcos θ
zsin θ

)]
+

+cos θ
√

1 + z2sin2 θ
[
tan−1

(
a−zcos θ√
1+z2sin2 θ

)
+ tan−1

(
zcos θ√

1+z2sin2 θ

)]
+ acos θ−z√

a2+z2−2azcos θ
tan−1

(
1√

a2+z2−2azcos θ

)}
dz

(8)

f(2) = 2f(1)

{
a2b2

8(a2+b2) ln

(
b2+c2

(a2+c2)2

)
+ a2b4

4(a2+b2)2 ln
(

b(a2+c2)
a(b2+c2)

)
+ a4b2

4(a2+b2)2 ln
(

b
a

)
+ a2c2

8(a2+b2) ln
( (b2+c2)(a2+b2+c2)

c2(a2+c2)

)
+

+ a2

8 ln

(
a4(a2+b2+c2)2

(a2+b2)2(a2+c2)

)
+ b2

8 ln
( (a2+b2)(a2+c2)

b2(a2+b2+c2)

)
+ c2

8 ln
(

c2(a2+b2+c2)
(a2+b2)(a2+c2)

)
+ 3

4 ab tan−1 (
b
a

)
+ 1

2 bc tan−1

− 1
2 b

√
a2 + c2tan−1

(
b√

a2+c2

)
− a4

8(a2+b2) ln
(
a2 + c2)

+ ab2(2a−πb)
8(a2+b2) +

+
a2b2

(
b4

a2+b2 −b2−c2
)

2(a2+b2)
3
2

√
b2+c2− b4

a2+b2

tan−1

 (a2+b2)
3
2

√
b2+c2− b4

a2+b2

(a2+b2)
3
2
(

b2+c2− b4
a2+b2 −b2{(a2+b2)−b2}

)
 −

− 1
2

∫ a

0

[
bx2

a
√

x2+c
tan−1

(
a
√

x2+c

x2+c2+ b2
a2 (x2−ax)

)
+ bx√

x2+c
tan−1

(
b
a

x−b√
x2+c

)]}
dx

(9)
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In equation (9), the term f(1) is obtained by equa-
tion (4). Due to the complexity of equation (9), the
last integral is not solved, and its solution is obtained
numerically using the SMR (twelve intervals are recom-
mended). Equation (9) is transformed as the equation
(10).

F12 = f(n) = 2F(1) · φn (10)
Equation (10) is then transformed by dividing each

dimensional variable by the length of the common edge
b. The result is shown below the equation (11).

1 = b/b;X = a/b;Y = c/b

R =
√
X2 + Y 2 − 2XY cos θ (11)

Applying in equation (9) the change of variables
of equation (11), the analytical solution for Case 1 is
obtained, which is given by equation (12).

f(2) = 2f(1)

{
X2

8(X2+1) ln
(

Y 2+1
R4

)
+ X2

4(X2+1)2 ln
(

R2

X(Y 2+1)

)
+ X2Y 2

8(X2+1) ln
( (Y 2+1)(R2+1)

Y 2R2

)
+

+ X4

4(X2+1)2 ln
(

1
X

)
− X4

8(X2+1) ln
(
R2)

+ 3X
4 tan−1 (

1
X

)
+ Y

2 tan−1 (
1
Y

)
− R

2 tan−1 (
1
R

)
+

+ 1
8 ln

{(
X4(R2+1)2

R2(X2+1)2

)X2 (
Y 2(R2+1)
R2(X2+1)

)Y 2 (
R2(X2+1)

R2+1

)}
+ 2X2−π

8(X2+1)−

+
X2

(
Y 2− X2+2

X2+1

)
2(X2+1)

3
2

√
Y 2− X2+2

X2−1

tan−1

 (X2+1)
3
2

√
Y 2− X2+2

X2+1

(X2+1)
(

Y 2− X2+2
X2+1

)
−X2

 −

(12)

Equation (12) is a combination of variables (Y ;X).
Evaluating this equation may be difficult because it
is necessary to solve polylogarithms, sums of infinite
series, and inverse trigonometric functions. However,
using Bretzhtsov’s cross-root method, it is possible to
obtain an approximate result, facilitating the calcula-
tion of the view factor.

To implement the cross-root method, nodes are
constructed using prefixed values (Y ;X), which are
joined using diagonal lines forming the families of
curves an and bn. In this study, the values Y =
(0.1; 0.2; 0.5; 1; 3; 10) and X = (0.1; 0.3; 0.6; 1; 3; 6; 10)
are used.

Tables 1 and 2 summarize the combination of varia-
bles (Y ;X) for each node and the nodes that integrate
each curve an and bn, respectively. Figure 6 plots the
families of curves an and bn.

The next step is to compute the vision factor using
equation (12) for each of the combinations of variables
(Y ;X) in Table 1, plotting them in a F12;X diagram,
as shown in Figure 7. The union of the nodes along
the x-axis makes it possible to create a third family
of curves cn. A particularity is that all the nodes inte-
grating the same curve cn have the same value of the
variable Y , as shown in Table 1. Table 3 summarizes
the nodes integrating each cn curve.

Table 1. Combinations of variables (Y ; X) for each node

node (Y,X) node (Y,X) node (Y,X) node (Y,X)
1 3 ; 0.1 12 1 ; 0.6 23 0.5 ; 1 34 0.5 ; 6
2 10 ; 0.3 13 3 ; 1 24 1 ; 3 35 1 ; 10
3 1 ; 0.1 14 10 ; 3 25 3 ; 6 36 0.1 3
4 3 ; 0.3 15 0.1 ; 0.1 26 10 ; 10 37 0.2 ; 6
5 10 ; 0.6 16 0.2 ; 0.3 27 0.1 ; 0.6 38 0.5 ; 10
6 0.5 ; 0.1 17 0.5 ; 0.6 28 0.2 ; 1 39 0.1 ; 6
7 1 ; 0.3 18 1 ; 1 29 0.5 ; 3 40 0.2 ; 10
8 3 ; 0.6 19 3 ; 3 30 1 ; 6 41 10 ; 0.1
9 10 ; 1 20 10 ; 6 31 3 ; 10 42 0.1 ; 10
10 0.2 ; 0.1 21 0.1 ; 0.3 32 0.1 ; 1
11 0.5 ; 0.3 22 0.2 ; 0.6 33 0.2 ; 3

Table 2. Nodes integrating each curve an and bn

an nodes bn nodes
a1 1-2 b1 10-21
a2 3-4-5 b2 6-16-27
a3 6-7-8-9 b3 3-11-22-32
a4 10-11-12-13-14 b4 1-7-17-28-36
a5 15-16-17-18-19-20 b5 41-4-12-23-33-39
a6 21-22-23-24-25-26 b6 2-8-18-29-37-42
a7 27-28-29-30-31 b7 5-13-24-34-40
a8 32-33-34-35 b8 9-19-30-38
a9 36-37-38 b9 14-25-35
a10 39-40 b10 20-31

Table 3. Nodes integrating each cn curve

cn nodes cn nodes
c1 15-21-27-32-36-39-42 c4 3-7-12-18-24-30-35
c2 10-16-22-28-33-37-40 c5 1-4-8-13-19-25-31
c3 6-11-17-2329-34-38 c6 41-2-5-6-14-20-26



34 INGENIUS N.◦ 30, july-december of 2023

Figure 6. Families of curves an and bn

Figure 7. Scheme for applying cross-roots

Each curve of the families an, bn, cn is approx-
imated individually by the Least Squares Method
(LSM), using a third-degree polynomial in the form
mX3 + nX2 + oX + p, thus establishing a dependence
between the view factor F12 and the X variable. Figure
8 shows the application of the method for curves a5,
b5, c4.

Table 4 shows the values of the constants m, n, o,
p obtained by applying LMS to all the curves an, bn,
cn. The m, n, o, p values are averaged in each curve,
thus obtaining the approximate functions An, Bn, Cn.

For each curve, the apparent angle of transmissi-
bility (see Figure 8) is given by the equation (13)

ψ = tan−1
(
X

Y

)
(13)

Therefore, Bretzhtsov’s cross-root is given by the
equation (14).

φn = Anψ
2 +Bnψ + Cn (14)

Table 4 shows the constants m, n, o, p for the poly-
nomials An, Bn, Cn. For the approximations, the X
variables were used, keeping the Y variables constant;
therefore, to apply the cross roots, the Y variables were
alternated by X, obtaining the following equations (15)
to (17) for the polynomials An, Bn, Cn.

An = −0.022Y 3 + 0.316Y 2 − 0.89Y + 0.5 (15)

Bn = 0.056Y 3 − 0.783Y 2 + 2.23Y − 1.43 (16)

Cn = 0.03Y 3 + 0.407Y 2 − 1.07Y + 2.02 (17)

(a)

(b)

(c)

Figure 8. Approximation by Least Squares (a), curve a5,
(b) curve b5, (c) curve c4

Substituting equations (15) through (17) into equa-
tion (14), we obtain that Bretzhtsov’s cross-root for
Case 1 is given by equation (18).
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φn =
(
−0.022Y 3 + 0.316Y 2 − 0.89Y + 0.5

)
ψ2 +

(
0.056Y 3 − 0.783Y 2 + 2.23Y − 1.43

)
ψ−

−0.03Y 3 + 0.407Y 2 − 1.07Y + 2.02 (18)

Table 4. Constants m, n, o, p obtained by applying LMS

Curve m n o p
a2 0 0.186 –1.023 0.51
a3 0.549 0.32 –0.528 0.91
a4 –0.278 0.28 –0.88 0.352
a5 –0.337 0.52 –0.514 0.373
a6 –0.11 0.64 –2.48 0.484
a7 0 0.66 –0.95 0.456
a8 0 –0.03 –0.713 0.447
a9 0 –0.05 –0.03 0.468

average An –0.022 0.316 –0.89 0.5
Curve m n o p
b1 0 0 3.06 –1.181
b2 0 –1.96 2.97 –1.53
b3 0 –1.18 2.34 –1.44
b4 0.424 –0.592 1.98 –1.67
b5 0.019 –0.197 2.583 –1.068

b6 0.106 –1.91 3.22 –2.99
b7 0.011 –0.75 2.37 –1.07
b8 0 –0.93 2.29 –1.123
b9 0 –0.31 1.19 –1.285
b10 0 0 0.29 –0.94

average Bn 0.056 –0.783 2.23 –1.43
Curve m n o p
c1 0 0.16 –1.69 2.374
c2 0.018 0.28 –1.103 2.307
c3 0.02 0.34 –1.161 2.183
c4 0.002 –0.035 –1.173 2.088
c5 0.14 0.99 –0.92 2.16
c6 0 0.71 –0.37 1.01

average Cn 0.03 0.407 –1.07 2.02

Substituting equation (18) in equation (10), the
view factor for Case 1 is obtained, which is given by
equation (19).

f(2) = 2f(1) · {
(
−0.022Y 3 + 0.316Y 2 − 0.89Y + 0.5

)
ψ2 +

(
0.056Y 3 − 0.783Y 2 + 2.23Y − 1.43

)
ψ−

−0.03Y 3 + 0.407Y 2 − 1.07Y + 2.02 } (19)

3. Results and discussion

For practical engineering use, equation (19) is much
simpler than the analytical solution (SA) of equation
(12). The percentage deviation (error) is computed
with respect to the analytical solution and is obtained
by the following relation in equation (20) [25].

D% = 100 · SA− V al

SA
(20)

Where: D% is the percentage of deviation. SA is
the view factor obtained by the analytical solution. V al
is the view factor obtained by approximate methods.

To calculate the D% values, the view factors are
computed for the 42 combinations of variables (Y ;X)
in Table 1, using the AS, the SMR with five intervals,
and the view factors obtained with the BCR.

Figure 9 plots the D% values obtained with equa-
tion (18) for the view factors calculated by SMR and
BCR, adjusted in error bands of ±3% and ±6%.

Figure 9. D% obtained with equation (18) for Case 1

For Case 1, Figure 9 shows that BCRs have a bet-
ter fit with respect to SA, with a mean error of ±3%
for 100% of the (Y ;X) points analyzed. On the con-
trary, the view factors obtained with SMR have a lower
fit with respect to the AS, with mean errors of ±3%
and ±6% for 54,8% and 85,7% of the (Y ;X) points
evaluated, respectively.

3.1. Modeling and validation of Cases 2 to 7

For Cases 2 to 7 (see Figure 4), mathematically, the
view factor F12 is given by equations (21) to (26).

Case 2 f(3) = sin2θ
πA1

∫ L

0 dy1
∫ y1D/L

0 dx
∫ W

0 dy2
∫ y2D/L

0
xz

{(y1−y2)2+x2+z2−2xzcosθ}2 dz (21)



36 INGENIUS N.◦ 30, july-december of 2023

Case 3 f(4) = sin2θ
πA1

∫ L

0 dy1
∫ y1D/L

0 dx
∫ W

0 dy2
∫ y2D/L

0
xz

{(y1−y2)2+x2+z2−2xzcosθ}2 dz (22)

Case 4 f(5) = sin2θ
πA1

∫ L/2
0 dy1

∫ y1D/L

0 dx
∫ W

0 dz
∫ y2D/L

0
xz

{(y1−y2)2+x2+z2−2xzcosθ}2 dy2 (23)

Case 5 f(6) = sin2θ
πA1

∫ L/2
0 dy1

∫ y1D/L

0 dx
∫ W

0 dy2
∫ y2D/L

0
xz

{(y1−y2)2+x2+z2−2xzcosθ}2 dz (24)

Case 6 f(7) = sin2θ
πA1

∫ L/2
0 dy1

∫ 0
y1D/L

dx
∫ W

0 dy2
∫ y2D/L

0
xz

{(y1−y2)2+x2+z2−2xzcosθ}2 dz (25)

Case 7 f(8) = sin2θ
πA1

∫ L/2
0 dy1

∫ 0
−y1D/L

dx
∫ W/2

0 dy2
∫ y2D/L

0
xz

{(y1−y2)2+x2+z2−2xzcosθ}2 dz (26)

The analytical solutions of equations (21) to (26)
are long and complex because they require the handling
of Spence functions, Gamma function, sums of poly-
logarithms, modified Bessel functions of first species
and zero, one, and two orders; for this reason, they are

not presented in this study.
For the solution of equations (21) to (26), the same

procedure for Case 1 is used, obtaining the following
approximations to calculate the view factor for Cases
2 to 7.

Case 2 f(3) = 2f(1) ·
{

(−0.001Y 3 + 0.033Y 2 − 0.14Y + 0.265)ψ2 + (0.011Y 3 − 0.177Y 2 + 0.7Y − 0.615)ψ−
−0.01Y 3 + 0.142Y 2 − 0.475Y + 1.29

}
(27)

Case 3 f(4) = 2f(1) ·
{

(−0.031Y 3 + 0.424Y 2 − 1.257Y + 1.1)ψ2 + (0.071Y 3 − 0.975Y 2 + 2.92Y − 2.06)ψ−
−0.034Y 3 + 0.462Y 2 − 1.268Y + 1.6

}
(28)

Case 4 f(5) = 2f(1) ·
{

(−0.01Y 2 + 0.24Y + 0.67)ψ2 + (0.02Y 2 − 0.31Y − 2.2)ψ − 0.02Y 2 + 0.27Y + 3
}
(29)

Case 5 f(6) = 2f(1) ·
{

(−0.02Y 3 + 0.29Y 2 − 1.1Y + 0.6)ψ2 + (0.06Y 3 − 0.88Y 2 + 2.96Y − 4.41)ψ−
−0.04Y 3 + 0.55Y 2 − 1.41Y + 1.87

} (30)

Case 6 f(7) = 2f(1) ·
{

(−0.011Y 3 + 0.12Y 2 − 0.025Y + 0.52)ψ2 + (0.025Y 3 − 0.307Y 2 + 0.49Y − 1.64)ψ−
−0.134Y 3 + 0.183Y 2 − 0.35Y + 2.47

}
(31)

Case 7 f(8) = 2f(1) ·
{

(0.0152 − 0.108Y + 0.08)ψ2 + (−0.015Y 2 + 0.096Y + 0.048)ψ−
−0.001Y 2 + 0.04Y + 0.058

} (32)

Figure 10 plots in ±3% and ±6% error band the
D% obtained with equation (18) for the view factors
calculated with SMR and BCR for Cases 2 to 7.

For Case 2, Figure 10 shows that BCRs have the
best fit with respect to AS, with a mean error of ±3%
in 97.6% of the (Y ;X) points analyzed. On the con-
trary, the view factors obtained with SMR have a
lower fit with respect to AS, with mean errors of ±3%
and ±6% in 28,5% and 64.3% of the (Y ;X) points

evaluated, respectively.

For Case 3, Figure 10 shows that BCRs have a
better fit with respect to AS, with mean errors of ±3%
and ±6% in 92.9% and 100% of the (Y ;X) points
analyzed. The view factors obtained with SMR have a
lower fit with respect to AS, computing mean errors
of ±3% and ±6% in 38.1% and 69.0% of the (Y ;X)
points evaluated, respectively.
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(a) (b)

(c) (d)

(e) (f)

Figure 10. D% values obtained with equation (18) for the cases analyzed. (a) Case 2; (b) Case 3; (c) Case 4; (d) Case
5; (e) Case 6; (f) Case 7

For Case 4, Figure 10 shows that BCRs have a
better fit with respect to AS with mean errors of ±3%
and ±6% in 90.5% and 100% of the (Y ;X) points
analyzed. In contrast, the view factors obtained with
SMR have a lower fit with respect to AS, with mean
errors of ±3% and ±6% in 21.4% and 61.9% of the
(Y ;X) points evaluated, respectively.

For Case 5, Figure 10 shows that BCRs have a
better fit with respect to AS with mean errors of ±3%
and ±6% in 95.2% and 100% of the (Y ;X) points
analyzed. The view factors obtained with SMR have a
lower fit with respect to AS, computing mean errors
of ±3% and ±6% in 26.2% and 71.4% of the (Y ;X)

points evaluated, respectively.
For Case 6, Figure 10 shows that BCRs have a bet-

ter fit with respect to AS with mean errors of ±3% in
100% of the (Y ;X) points analyzed. On the contrary,
the view factors obtained with SMR have a lower fit
with respect to AS, with mean errors of ±3% and ±6%
in 31.0% and 81.0% of the (Y ;X) points evaluated,
respectively.

For Case 7, Figure 10 shows that BCRs have a bet-
ter fit with respect to AS with mean errors of ±3% in
100% of the (Y ;X) points analyzed. The view factors
obtained with SMR have a lower fit with respect to
AS, computing mean errors of ±3% and ±6% in 23.8%
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and 73.8% of the (Y ;X) points evaluated, respectively.

3.2. Other geometric configurations

In Figure 3, the emitting and receiving surfaces are
divided into four triangular surfaces, resulting in
0.5nn−1 = 0.5 · 44−1 = 32 possible combinations (see

Figure 11). Using the view factors f(1) to f(8), it is
possible to obtain the view factors for the remaining
configurations by applying the rule of sums and the
algebra of form factors. Table 5 shows the relationships
for computing the view factor for the configurations
in Figure 11.

Table 5. View factor settings for triangular surfaces

Case F(1−2) · · · f(n) Case F(1−2) · · · f(n)

Case 8 f(9) = f(5) Case 20 f(21) = 3f(3) + f(8) − 2f(6) − 2f(7)
Case 9 f(10) = f(5) Case 21 f(22) = 4f(1) + 3f(6) + 3f(7) − 3f(3) − 2f(4) − 4f(5) − f(8)
Case 10 f(11) = 2f(1) − f(2) Case 22 f(23) = 4f(5) + f(3) + f(8) − 2f(6) − 2f(7)
Case 11 f(12) = f(6) + f(7) Case 23 f(24) = 5f(3) + 4f(4) + 5f(5) + f(8) − 4f(1) − 4f(2) − 4f(6) − 4f(7)
Case 12 f(13) = 2f(2) − f(5) Case 24 f(25) = 2f(1) + f(4) − 2f(2)
Case 13 f(14) = 4f(1) + f(5) − 4f(2) Case 25 f(26) = 2f(1) + f(3) − 2f(2)
Case 14 f(15) = 2f(4) − f(6) − f(7) Case 26 f(27) = f(2) − f(3)
Case 15 f(16) = 4f(1) + f(6) + f(7) − 2f(3) − 2f(4) Case 27 f(28) = f(2) − f(4)
Case 16 f(17) = 2f(3) − f(6) − f(7) Case 28 f(29) = f(5) − f(6) − f(7)
Case 17 f(18) = f(3) + f(8) Case 29 f(30) = 2f(3) + 2f(4) + f(5) − 4f(2) − f(6) − f(7)
Case 18 f(19) = f(6) + f(7) − f(3) − f(8) Case 30 f(31) = 2f(2) + f(6) + f(7) − f(5) − 2f(4)
Case 19 f(20) = 4f(5) + f(3) + f(8) − 2f(6) − 2f(7) Case 31 f(32) = 2f(2) + f(6) + f(7) − f(5) − 2f(3)
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Case 8 Case 9 Case 10 Case 11

Case 12 Case 13 Case 14 Case 15

Case 16 Case 17 Case 18 Case 19

Case 20 Case 21 Case 22 Case 23

Case 24 Case 25 Case 26 Case 27

Case 28 Case 29 Case 30 Case 31

Figure 11. View factor settings for triangular surfaces
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4. Conclusions

This study developed an approximate method to deter-
mine the view factor for 32 combinations of triangular
geometries with common edges and angle θ included,
located in a 3-D space.

To validate the proposed models, 42 examples with
various aspect ratios were evaluated for each geometry
of the eight basic cases, comparing the results obtained
by the AS with those of the SMR with five intervals
and those computed by the proposed method with
BCR.

In all the cases evaluated, the RCB showed the
best fits with an error of ±6% in more than 90% of the
samples, and the SMR showed an average dispersion of
±6% in 65% of the data, confirming the validity of the
hypothesis on its use. For the remaining 24 geometric
configurations studied, the basic relations for calculat-
ing the view factor from the expressions obtained for
the eight basic cases were presented.

The practical nature of the contribution and the
reasonable fitting values obtained demonstrate that
this proposal is a suitable tool to be applied in ther-
mal engineering and radiation heat transfer calculation
tasks.

Due to the lack of similar precedents in the litera-
ture, the proposed method highlights this research’s
scientific and practical value. The solutions provided
could be incorporated into the available catalogs for
calculating view factors.
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Abstract Resumen
This paper explains the methodology employed to
design a Formula Student monocoque based on the
regulations set forth in 2020. The values obtained
from CAD (Computer Aided Design) modeling and
FEM (Finite Element Method) analysis are the pillars
of this study. The values of mass, center of gravity,
and geometry have been specifically selected because
they provide crucial information that aids in the iden-
tification of optimization points during the design
process. The FEM analysis establishes the allowable
stresses for the monocoque within the safety parame-
ters, with a minimum admissible safety factor of 1.1.
Two CFRP laminates (Carbon Fiber Laminate and
Epoxy Resin Laminate) are developed from the model
obtained. The first one yields a simulated weight of
38 kg, and the second one a weight of 20 kg. A stress
analysis was performed on the lighter-weight model,
obtaining results superior to those of a tubular chas-
sis. A 2017 electric single-seater model is taken as a
reference.

En el presente documento se realiza la explicación de
la metodología utilizada para el diseño de un mono-
casco Formula Student basado en el reglamento del
año 2020. Los valores obtenidos del modelado me-
diante software CAD (diseño asistido por computa-
dor) y el análisis por MEF (método de elementos
finitos) sirven de base para este estudio. Los valores
de masa, centro de gravedad y la geometría son los
seleccionados, ya que aportan una mayor información,
lo que ayuda a determinar puntos de optimización en
el proceso de diseño. En el análisis MEF se determina
los esfuerzos admisibles por el monocasco y que se
encuentran dentro de los parámetros de seguridad,
siendo el factor de seguridad mínimo admisible de
1,1. Del modelo obtenido se desarrolla dos lamina-
dos CFRP (laminado de fibra de carbono y resina
epoxi) de los cuales el primero da un resultado de
peso simulado de 38 kg, y la segunda configuración de
laminado un resultado de 20 kg. Se somete el modelo
con menor peso al análisis de esfuerzos, los resultados
obtenidos son superiores a un chasis tubular, se toma
como referencia un modelo monoplaza eléctrico del
2017.

Keywords: Monocoque, FEM, FSAE, center of grav-
ity, CFRP, AEF

Palabras clave: monocasco, MEF, FSAE, centro de
gravedad, CFRP, AEF
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1. Introduction

The monocoque is a structure that significantly re-
duces the weight of a vehicle. This chassis is used in
elite automobile competitions, like Formula 1, and its
subcategories, like Le Mans and Indycar. In Formula
3 tests, established by the International Automobile
Federation (FIA), the monocoque is designed to pass
static tests considered the desired standard of struc-
tural integrity for a monocoque [1].

The materials most commonly used in the manu-
facturing of monocoques are primarily composed of
carbon fiber-reinforced polymer (CFRP) [2] and Honey-
comb panels [3] These materials exhibit high resistance
to torsion and stresses and can be formed in almost
any geometry. Ashby’s research [4] presents a method-
ological proposal with a sandwich panel composed of
three main elements: a core, a matrix, and carbon
fiber. The carbon fiber has been studied in different
orientations and combinations in the plane [5]. The
combinations among degrees have allowed obtaining
the desired mechanical properties in different direc-
tions and orientations. In the case of Honeycomb, as
indicated in the study by Eurenius et al. [6], a sym-
metric hexagonal pattern of this structure exhibits
relatively high properties in terms of compression and
resistance to rupture while maintaining low density.

However, these materials have the disadvantage of
being expensive and requiring complex manufacturing
processes. In the design process, different geometries
are considered. The Politécnico di Torino has analyzed
different types of models [7, 8] , as this parameter is
crucial in optimizing the weight of the monocoque [9]
Based on this information, a CAD model that meets
all the geometric requirements specified in the FSAE
regulations was developed [10,11]. Regarding chassis
manufacturing, the study conducted by [12] has ap-
plied a methodology including design, analysis, and
subsequent fabrication. The authors have confirmed
the reliability of this methodology through dynamic
tests.

In this work, geometry and aerodynamics are con-
sidered to take advantage of the shape of the mono-
coque to effectively minimize the need for additional
elements that increase its weight [13]. Another sig-
nificant parameter is the application of the CFRP
laminate as an optimization point, as using different
laminates can also reduce the overall weight of the
vehicle. Additionally, the directions of the fibers help
to reinforce some of the stresses to which the structure
is subjected [14]. These cutting-edge materials and
manufacturing processes optimize and improve perfor-
mance in automobile competitions [15]. The results
of proper lamination and optimal material selection
enable the creation of a specific FEM model that, with
reduced weight, can withstand the minimum stresses
required by the competition [16].

Zhao [17] has studied a specific software used for
FEM models, obtaining favorable results in predicting
the overall behavior of the model’s structure. Regard-
ing the meshing of the model, a suitable element size
was selected to create an accurate mathematical model
for stress analysis. The most significant stresses ap-
plied to the structure are torsional rigidity, longitudinal
rigidity, and lateral impact analysis [8] Considering the
design of the monocoque from Squadra Corse Polito [7]
and the design from the University of Seville [18], an
expected weight optimization of approximately 50% is
anticipated. This will result in a more efficient model
with reduced weight and a more resistant structure
capable of withstanding the stresses applied to these
vehicles.

2. Materials and Methods

This section presents aspects related to material se-
lection, the main configuration of the panel, and the
parameters for developing the design. Furthermore, it
describes the results obtained from stress simulation.

2.1. Methodology

After analyzing the state of the art, a workflow was
developed to determine the order and activities re-
lated to the design, structural analysis, and weight
optimization of the model.

In the first stage, the FSAE regulations were re-
viewed to determine the most significant parameters
regarding the design and restrictions of the mono-
coque [11].

In the second stage, the model was designed con-
sidering the restrictions previously analyzed [12].

Figure 1 illustrates the complete model. In the third
stage, CFRP lamination was conducted to establish
the thickness of the final model. The laminate varies
depending on the section, as each requires a distinct
thickness to withstand the stresses.

Figure 1. Final surface model

The analysis of the results is presented in detail in
the section corresponding to the development of the
proposed methodology.
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2.2. Materials

The materials used in the analysis are carbon fiber
fabric reinforcements in a sandwich structure (Fig-
ure 2) with Honeycomb. The combination of differ-
ent materials is known as composite materials. These
materials exhibit high mechanical resistance to with-
stand stresses and excellent stress dissipation capability
throughout the structure. This sandwich panel com-
prises three main components: a core, a matrix, and
carbon fibers [4].

Figure 2. Typical sandwich structure [4]

2.2.1. Fibers

Elements made of fiber composite materials can be
designed to suit each load case, allowing the material
to be created based on specific static requirements.
The directions of the fibers can also be customized.
The material acquires the desired properties in all ori-
entations by arranging carbon fiber sheets in various
directions. The fiber orientations in the plane are 0°
90°, and ±45° [5].

Figure 3 demonstrates that Kevlar fiber is the most
resistant, whereas carbon fiber is the most rigid. Fiber-
glass is the least resistant and rigid but is the cheapest
of the three.

These materials provide a considerable advantage
in terms of overall weight. Their utilization is highly ad-
vantageous in constructing a structure with a rigidity
comparable to that of a conventional metal structure
while reducing its weight by half [5].

Figure 3. Fiber stress-strain diagram [5]

2.2.2. Matrix

The matrix is the material that supports and bonds
all the fibers together. The fibers are impregnated into
the matrix to form a single material.

Currently, two main types of resins are primarily
used for the matrix: epoxy and polyester. Both resins
are thermally stable, which means they do not melt
under heat, although they may lose some rigidity prop-
erties. Additionally, they exhibit an isotropic structural
behavior, indicating that their physical properties are
similar in all directions. In this study, an epoxy resin
was employed.

Table 1 lists some properties of the resins.

Table 1. Resin properties [5]

Property Units Epoxy resins Polyester resins
Density Mg m−3 1.1–1.4 1.2-1.5
Young’s modulus GPa 3-6 2–4.5
Poisson Coefficient 0.38–0.4 0.37–0.39
Tensile resistance MPa 35-100 40-90
Compression resistance MPa 100-200 90-250
Elongation at break (tensile) % 1-6 2
Thermal conductivity Wm−1 C−1 0.1 0.2
Expansion Coefficient 10−6 °C−1 60 100-200
Distortion temperature °C 50-300 50-110
Curing shrinkage % 1-2 4-8
Water absorption (24 h a 20
°C)

% 0.1-0.4 0.1-0.3
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2.2.3. Honeycomb Core

There are various types of Honeycomb cores, each with
different properties depending on the material used
for fabrication. The most common ones are made from
aluminum, aramid paper (Nomex), steel, fiberglass,
carbon, or ceramic [14] The Honeycomb core is com-
posed of a symmetrical hexagonal pattern, as depicted
in Figure 4. This structure offers excellent compressive
and tensile resistance properties and a low density [6].

Figure 4. Structure with hexagonal cells [6]

In this study, an aluminum Honeycomb core was
selected. This core has an excellent energy absorption
capacity, and its thickness is 20 mm.

3. Results and discussion

In this section, weight and optimization objectives are
established. To achieve a solid theoretical foundation,
the flowchart presented in Figure 5 was considered to
determine the final model [15].

Figure 5. Monocoque design process

3.1. Determination of the CAD model

The model’s design is based on the regulations for the
95th percentile male, as detailed below:

To maximize driver comfort, various factors are
considered, including the vertical and horizontal posi-
tion of the steering wheel, seat angle, pedal placement,
and safety bars [9]. Figure 6 shows the template for
the 95th percentile male. The specific distance values
are detailed in the FSAE regulations [11]

Figure 6. Template for the 95th percentile male [15]

After determining the percentiles and minimum
dimensions of the cabin opening, and the minimum
cross-sectional area, the first dimensioning is carried
out to establish the foundation of the monocoque de-
sign. Figure 7 presents the cross-sectional and cabin
openings.

Figure 7. Isometric perspective view of the internal cross-
sectional opening [15]

The dimensions of these sections are detailed below:
Cabin opening (Figure 8)

Figure 8. Cabin opening dimensions [15]
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• 320 mm above the lowest point of the upper floor
surface for monocoque design.

• 400 mm front width.

• 350 mm rear width.

• 600 mm minimum cabin length.

Internal cross-sectional area (Figure 9)

Figure 9. Dimensions of the internal cross-sectional area
[15]

• An internal cross-sectional area must be kept
clear to allow the passage of the template shown
through the cabin.

• Minimum length and width of 350 mm.

• Radius of 50 mm at the top and bottom centers.

Using these measurements, a model is created in-
corporating the main components of the monocoque.
These components include a battery located in the
rear, an inverter positioned beneath the driver’s legs,
and a pair of firewalls. Figure 10 displays the primary
side view sketch.

Figure 10. Arrangement of components and side sketch
[15]

Based on this sketch, the CAD model is created,
placing the attachment points of some elements on the
monocoque. Figure [11] illustrates the final design.

Figure 11. Final design of the monocoque [15]

With the final model, the center of gravity and the
stresses are obtained, as detailed below:

3.2. Determination of the center of gravity

In this section, the weights are applied to the mono-
coque in the software. Subsequently, the main compo-
nents selected for calculation are assembled, as shown
in Table 2. Using the physical properties tool, the posi-
tion of the center of gravity of the assembled prototype
is determined, as shown in Figure 12.

Table 2. Approximate vehicle masses [10]

Components Mass (kg) %
Driver 70 42.85
Battery 36 20.57
Inverter 7 4
Pedal box 4.5 2.57
Steering 12.5 7.15
Monocoque 20 11.43
Other components 20 11.43
Total 175 100

Figure 12. Center of gravity location [15]
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3.3. Lateral mass transfer

To perform this calculation, it is considered that the
vehicle follows a curve, acting on the center of grav-
ity with a centrifugal acceleration of 4G. Figure 13
illustrates the free-body diagram defining the center
of gravity and the direction of the loads.

Figure 13. Free body diagram [15]

The R2 reaction is the load that influences torsional
rigidity. This torque is applied in opposite directions
on both sides of the front axle. A value of 6870 N was
used to simulate a higher load on the monocoque and
demonstrate the material’s stiffness [11].

3.4. Longitudinal Mass Transfer and Braking

The longitudinal mass transfer in the direction of the
front tires results from the braking forces. Figure 14
shows the free-body diagram for this stress.

The maximum speed, the coefficient of friction be-
tween the tires and the asphalt, the position of the
center of gravity, the braking time, and the weight of
the vehicle are determined as initial conditions.

Figure 14. Longitudinal free-body diagram [15]

The calculated loads R1=1423.85 N and f1=1181.79
N involved in the longitudinal resistance and braking
tests are taken as reference. However, in the simulation,
all values are increased to further stress the model.

3.5. Side Impact Case

In the initial assessment, the vehicle’s speed is assumed
to be 40 km/h, considering the worst-case scenario,
and applying a force of 4.5 G during the impact. A ve-
hicle weight of 220 kg and a driver weight of 75 kg are
used for the calculation [15]. By applying the formula
for final velocity, considering a final velocity of 11.11
m/s corresponding to an initial velocity starting from
rest, plus the multiplication of the acceleration (which
is the value to be determined) by the time of 0.3 s, a
value of 37.03 m/s2 is obtained. Using this acceleration
value, the resulting force is calculated by multiplying
the acceleration by the mass of 290 kg, resulting in 10
739.66 N. This force is used for the simulation of the
side impact [16].

3.6. Model Preparation in ANSYS ACP

The ANSYS software provides the Composite PrePost
(ACP) tool to facilitate the creation of the finite ele-
ment model and access the results.

Real models constructed with composite materi-
als consist of multiple layers and various materials.
Consequently, it is crucial to meticulously prepare the
FEM model by ensuring accurate layer orientations
and proper material stacking [17].

Figure 15 shows the final model with the layers in
ANSYS ACP.

Figure 15. Final model in ANSYS ACP [15]

3.7. Analysis of the torsional rigidity of the
model using FEM

Torsional rigidity is physically defined by the equation
described below. Through FEM analysis, the total
deformation is determined. Figure 16 shows how the
values y1,x1. are measured [18].

k = M

θ
; θ = tan−1

(
y1
x1

)
Where:

M = Torsional moment (N*m)

θ= Deformation angle (degrees)



48 INGENIUS N.◦ 30, july-december of 2023

x1 = Horizontal distance from the vehicle’s central
plane to the point where the deformation y1
is measured.

y1 = Vertical deformation

K = torsional rigidity (N*m⁄degrees)

Figure 16. Distance x1 and y1 [15]

For this simulation, a force of 6870 N was applied,
resulting in an average deformation of 1.001 mm and
a maximum deformation of 4,2 mm as shown in Fig-
ure 17. A maximum deformation of 5,3 mm above the
upper suspension point is observed where the stress is
most concentrated.

Figure 17. Torsional rigidity deformation [15]

3.8. Longitudinal rigidity analysis

To analyze this deformation, a load of 2500 N is ap-
plied to the front axle, resulting in a deformation of
1.99 mm, as shown in Figure 18.

Figure 18. Longitudinal rigidity deformation [15]

Regarding the stress on the structure, the maxi-
mum value is 101.44 MPa, as shown in Figure 19. This
stress is low because the structure exhibits a uniform
distribution throughout its entirety.

Figure 19. Longitudinal stresses [15]

3.9. Braking analysis

In this analysis, two loads are applied to the front axle
with a value of 2500 N in the vertical direction and
2000 N in the longitudinal direction, resulting in a
maximum deformation of 2.12 mm, as shown in Figure
20.

Figure 20. Braking deformation [15]

The maximum stress on the structure is 113.16
MPa, which does not cause material rupture, as shown
in Figure 21.

Figure 21. Braking stresses [15]

3.10. Side impact analysis

The value of this stress is 10,739.66 N, as detailed in
section 3.53 [15]. The maximum deformation is 1.35
mm, as shown in Figure 22.

Figure 22. Side impact deformation [15]

The stress on the structure has a maximum value of
72.61 MPa, indicating a better distribution throughout
the monocoque, as shown in Figure 23.
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Figure 23. Side impact stresses [15]

3.11. Rollover simulation

In this simulation, three loads are applied: a longi-
tudinal, a transverse, and a vertical load of 6 KN, 5
KN and 9 KN, respectively. The results show a maxi-
mum deformation value of 16.15 mm (Figure 24) and a
maximum stress value of 426.52 MPa (Figure 25) [19].

Figure 24. Main Hoop Deformation [15]

Figure 25. Main Hoop Stresses [15]

3.12. Weight simulation on the monocoque
floor

In this simulation, the distributed weight of the el-
ements is applied to the monocoque floor. Table 3
presents the weight of the elements and the corre-
sponding forces exerted by them.

Table 3. Weight of the elements on the monocoque [15]

Component Weight (kg) Force (N)
Driver 75 735.75
Steering 12.5 122.62
Battery 36 353.16
Pedal box 4.5 44.15
Inverter 7 68.67

The results of this simulation show that the maxi-
mum deformation on the monocoque floor is 0.13 mm

(Figure 26), and the maximum stress is 15 MPa (Fig-
ure 27). This indicates that the material can perfectly
withstand the weight of the elements.

Figure 26. Floor deformation [15]

Figure 27. Floor stresses [15]

3.13. Data validation

3.13.1. Design efficiency in terms of weight re-
duction

Considering the data obtained, an efficiency analysis
was performed to assess the weight reduction of the
prototype.

The EB17 model is used as a reference for compar-
ison with the prototype design in this work [10].

Table 4 shows that the combined weight of the
chassis and body is 55.31 kg, representing 23.54% of
the total weight [15].

The material used in the Main and Front Hoop
structures is "AISI 4130 steel normalized at 870 °C".
The data were obtained from the EB17 simulation.

Figure 28 shows that using the software, a reduced
weight of 0.0420 t (equivalent to 42 kg) was obtained
without using the safety triangle in the ANSYS pro-
gram. When adding the data from the safety triangle,
the weight is 48.19 kg for the three combined ele-
ments [15]

Table 4. Approximate masses of EB17 [10]

Component Mass (kg) %
Driver 80 33.75
Engine 12 5.06
Powertrain 20 8.43
Steering system 10 4.21
Battery 80 33.75
Chassis 35 14.76
Total 237 100
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Figure 28. Preliminary weight of the monocoque obtained
from ANSYS ACP [15]

For the final analysis, the weight of the monocoque
was obtained by optimizing the layers of the model, as
shown in Figure 29. Using its triangular structures, a
weight of 0.0227 t (22.7 kg) was obtained, thus reducing
nearly half of the initial weight.

Integrating safety elements increased security and
reduced material layers, optimizing the weight. Along
with its safety triangle, the final weight is 27.2 kg. The
final weight optimization analysis shows a significant
reduction compared to the EB17, which weighs 237 kg,
with 55.31 kg resulting from the weight of the chassis
and body. The monocoque has a final weight of 27.2
kg, indicating a 47.2% weight reduction optimization,
which means 28.11 kg less for the theoretical single
seater.

Figure 29. Final weight of the monocoque obtained from
ANSYS ACP [15]

3.13.2. Torsional rigidity comparison

The monocoque demonstrates a superior stress dissipa-
tion capability, 2.1 times higher compared to the EB17
model, while also exhibiting a 17% reduction in stress
concentration. Additionally, the monocoque boasts a
75% higher K value, which defines its torsional rigidity,
in comparison to the EB17. This enhanced rigidity sig-
nificantly contributes to the vehicle’s stability during
cornering maneuvers. (Figure 30 and Table 5).

Table 5. Torsional rigidity of the models [15]

Model Load (N) Maximum Maximum K
stress deformation (KNm/degree)

Monocoque 6780 306.22 MPa 4.2 mm 30
EB17 3133 370 MPa 3.8 mm 7.7

Figure 30. Torsional rigidity results [15]

3.13.3. Longitudinal rigidity comparison

The monocoque demonstrates an 11% reduction in
applied load during the simulation, resulting in im-
proved stress dissipation. This is attributed to a 45%
decrease in stress concentration and a 50% reduction
in deformation compared to the EB17 model. (Figure
31 and Table 6).

Table 6. Longitudinal rigidity comparison [15]

Model Load (N) Maximum Maximum
stress deformation

Monocoque 2500 101.44 MPa 1.99 mm
EB17 2782.68 182 MPa 4 mm

Figure 31. Longitudinal rigidity results [15]
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3.13.4. Braking comparison

For this analysis, the loads acting on the front wheels
are considered, including vertical and longitudinal
loads on the vehicle. (Figure 32 and Table 7).

Table 7. Braking analysis [15]

Model
Vertical Longitudinal Maximum Maximum

load load stress deformation
Monocoque 2500 N 2000 N 113.16 MPa 2.12 mm

EB17 2782.68 N 2309.63 N 201 MPa 4.2 mm

Figure 32. Braking results [15]

3.13.5. Side impact comparison

The monocoque experiences a reduction of 11% in
vertical load and 14% in longitudinal load. This re-
sults in higher stress dissipation in the monocoque,
as it exhibits a 44% reduction in stress concentration
compared to the EB17. Additionally, the monocoque
demonstrates a 44% decrease in deformation compared
to the EB17 model. (Figure 33 and Table 8).

Table 8. Side impact analysis [15]

Model Load (N) Maximum Maximum
stress deformation

Monocoque 10740 72.61 MPa 1.35 mm
EB17 7000 361 MPa 3.32 mm

Figure 33. Side impact results [15]

The monocoque demonstrates superior stress dis-
sipation within its structure, with a load 53% higher
than that of the EB17 model and an 80% reduction

in stress accumulation. Furthermore, the monocoque
exhibits a 60% decrease in deformation compared to
its predecessor model.

4. Conclusions

Through the development of this article, the design
proposal for a carbon fiber monocoque for a Formula
Student single-seater has been determined. SolidWorks
software has been used for modelling, and ANSYS soft-
ware for simulation, allowing a thorough analysis of
the performance and characteristics of the monocoque.

The proposal to use a monocoque chassis has
achieved a weight reduction of 47.2% compared to
its predecessor, the EB17, which had a tubular chassis.
This demonstrates the superiority and relevance of
implementing carbon fiber technology.

The proposed design implemented a sandwich struc-
ture utilizing ANSYS software. This structure enables
the utilization of woven carbon fiber and aluminum
Honeycomb. These materials have demonstrated excel-
lent safety levels, and minimal deformations, and have
successfully met safety standards.
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Abstract Resumen
One of the essential parameters in hydraulic systems
of pipe networks is the friction factor λ. The friction
factor is determined using the implicit Colebrook-
White equation through iterative methods, which
makes its application challenging. In this work, a cor-
relation based on the recursive method is developed
to calculate the friction factor using the Colebrook-
White equation. Two empirical relationships are pro-
posed to finalise the correlation, with coefficients and
exponents calibrated in Excel 2019. The results of the
two proposed relationships were compared with the
Swamee-Jain and Haaland relationships for recursive
increments. For the λ8 correlation, the maximum per-
centage error of the friction factor was 0,0000017%,
for a relative roughness of 0,00001 and a Reynolds
number of 4000. Additionally, the calculations yielded
seven exact decimal digits for the friction factor. For
Reynolds numbers greater than 4000, the percentage
error decreases. As a result, it is concluded that the
correlation based on the proposed explicit relation-
ships satisfies the solution of the implicit Colebrook-
White equation.

En los sistemas hidráulicos de redes de tuberías, uno
de los parámetros fundamentales es el factor de fric-
ción λ. El factor de fricción se determina con la
ecuación implícita de Colebrook-White por medios
iterativos, lo cual dificulta su aplicación. En el pre-
sente trabajo se construye una correlación basada
en el método recursivo para el cálculo del factor
de fricción, para lo cual se empleó la ecuación de
Colebrook-White. Para el cierre de la correlación se
proponen dos relaciones empíricas, donde sus coefi-
cientes y exponentes fueron calibrados en Excel 2019.
Se compararon los resultados de las dos relaciones
que se proponen con las relaciones de Swamee-Jain
y Haaland, para incrementos recursivos, donde para
la correlación λ8 se obtuvo el error porcentual má-
ximo del factor de fricción de 0,0000017 %, para la
rugosidad relativa de 0,00001 y número de Reynolds
4000; así como, los decimales arrojaron siete dígitos
decimales exactos para el factor de fricción. Para
Reynolds mayores de 4000, el error porcentual dis-
minuye. Se concluye que la correlación en función de
las relaciones explícitas que se proponen satisface a la
solución de la ecuación implícita de Colebrook-White.

Keywords: Correlation, Colebrook-White equation,
Percentage error, Friction factor, Recursive method

Palabras clave: correlación, ecuación de Colebrook-
White, error porcentual, factor de fricción, método
recursivo
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1. Introduction

In pipe network systems in industrial processes, in-
ternal flow exhibits fluctuations in velocity, pressure,
temperature, and other parameters. The flow is driven
by pressure differentials, and flow friction is always
present.

For a pipeline or measuring instrument, a gradient
of pressure, velocity, and temperature occurs. The flow
velocity is maximum in the central region, while at
the wall, it is zero due to the no-slip condition. There-
fore, a pressure decrease caused by viscous stresses
represents an irreversible pressure loss known as pres-
sure drop [1, 2]. There are abrupt pressure drops in
the throat section in experimental flow measurement
devices, such as the Venturi tube. In contrast, the
pressure drops on the walls of the junctions between
the throat section and the converging and diverging
sections are lower compared to the central region of
the flow [3].

The flow regime is classified into laminar, transi-
tional, and turbulent. Smooth and parallel streamlines
with orderly motion characterize the laminar flow. This
flow is expected in fluids with high viscosity and low-
speed motion. On the other hand, turbulent flow is
characterized by random fluctuations of eddies at dif-
ferent scales.

These eddies transport mass, amount of motion,
and energy to other flow regions, increasing the amount
of motion, mass, and heat transfer in the affected areas.
As a result, turbulent flow is associated with significant
variations in the values of friction coefficients, mass
transfer, and heat transfer [1, 2].

Osborne Reynolds [4] conducted experiments on
pipe sections to study the flow and discovered that
the flow regime is related to the ratio of inertial forces
to viscous forces in the fluid. This ratio is known as
the Reynolds number, Re, and is calculated using the
formula: Re = V d/ν, where V is the average velocity,
d is the internal diameter of the pipe, ν = µ/ρ is the
kinematic viscosity, µ is the dynamic viscosity, and ρ
is the density of the fluid [1, 2].

The transition from laminar flow to turbulent flow
is determined by the viscosity and velocity of the flow,
as well as the pipe geometry, internal wall roughness,
wall temperature, and other factors. In most practical
conditions, flow is classified as follows: laminar flow
for Re ≤ 2300, turbulent flow for Re ≥ 4000, and tran-
sitional flow in the range of 2300 ≤ Re ≤ 4000 [1, 2].

Colebrook and White [5, 6] proposed an implicit
equation to calculate the friction factor λ, in turbu-
lent flow in pipes, based on the results of their ex-
perimental research. This equation is known as the
Colebrook-White equation (1).

1√
λ

= −2log

[
ε

3, 7 + 2, 51
Re

√
λ

]
(1)

The Colebrook-White equation combines data for
transitional and turbulent flow in smooth and rough
pipes. The parameter ε represents the relative rough-
ness and is defined as ε = k/d, where k is the average
height of the material’s roughness and d is the pipe’s
internal diameter. The parameter Re is the Reynolds
number. The parameters λ, ε and Re are dimension-
less.

The friction factor in the Colebrook-White equa-
tion cannot be solved accurately and explicitly using
algebraic procedures. Therefore, the friction factor is
determined using numerical methods through itera-
tive procedures in computational codes, such as the
Newton-Raphson method, bisection, fixed-point iter-
ation, etc. This makes it challenging to obtain the
friction factor in the design of pipeline networks due
to the extensive and laborious calculations required by
these iterative methods.

As an alternative solution to the implicit Colebrook-
White equation, Moody [7] proposed using a graph
that represents this equation. This graph is used in
engineering to determine the friction factor. However,
a numerical error is generated when determining the
friction factor, which implies obtaining an approximate
result.

The literature describes empirical correlations that
provide an approximate solution for calculating the
friction factor. These correlations are based on the
Colebrook-White equation. Among the most well-
known and widely used empirical correlations are the
Swamee-Jain equation (2) [8], with a maximum esti-
mated error of 3.2%, and the Haaland equation (3) [9],
with a maximum estimated error of 2.1%.

1√
λ

= −2log

[
ε

3, 7 + 5, 74
R0,9

e

]
(2)

1√
λ

= −1, 8log

[(
ε

3, 7

)1,11
+ 6, 9

Re

]
(3)

Several authors have proposed various empirical
and explicit relationships to decrease the numerical
error associated with the friction factor in relation to
ε and Re. They have employed different methods to
obtain a more accurate solution to achieve this.

Some authors, such as Mikata and Walczack [10],
Rollmann and Spindler [11] and Biberg [12] apply the
Lambert ω function. Serghides [13], Vatankhah [14],
and Azizi et al. [15] obtain correlations through com-
binations of algebraic procedures. Chen [16], Schorle
et al. [17], Zigrang and Sylvester [18], Sousa et al. [19],
Romeo et al. [20] and Offor and Alabi [21] obtain corre-
lations using the recursive method with modifications
of constants and exponents. Santos et al. [22] and Al-
faro et al. [23] conduct experimental evaluations to
calculate the friction factor.
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In addition to the aforementioned authors, Pérez
et al. [24] present a list of forty-nine (49) explicit rela-
tionships for calculating the friction factor. This list
starts with the Moody equation [7] and ends with the
one proposed by Azizi et al. [15].

It is worth mentioning that some recent studies
have conducted reviews of the errors associated with
the friction factor in correlations reported in the liter-
ature [25]. These studies reveal that the relationship
proposed by Praks and Brkić [26] has a maximum per-
centage error of 0,001204%, the relationship proposed
by Serghides [13] yields an error of 0,00256%, the rela-
tionship proposed by Vantakhak [14] has an error of
0,005952%, and the relationship proposed by Romeo
et al. [20] presents an error of 0,007468%. Lamri and
Easa [27] apply the Lagrange inversion theorem and
obtain an error of 0,002% for four terms.

Based on the results obtained by the mentioned
authors, it can be inferred that the error produced by
each empirical equation is due to the structure of the
equation with the algebraic terms it comprises and the
coefficients and exponents used.

The numerical precision in the number of decimal
digits of the friction factor is related to the percentage
relative error. Therefore, it is essential to calibrate
the coefficients and exponents to create a new em-
pirical correlation that has a simple structure as a
mathematical model.

This work develops an explicit correlation using
the recursive method to calculate the friction factor for
turbulent flow in pipes. Additionally, this correlation
is evaluated for four explicit relationships that calcu-
late the friction factor for the initial approximation.
The methodology is described in Section 2, the results
obtained for the friction factor and percentage errors
are presented in Section 3, and finally, the conclusions
of the analysis are discussed in Section 4.

2. Materials and methods

2.1. Graphical representation of the correlation
curve fit

Figure 1 displays a generic scheme with three curve
trajectories. It illustrates the curve of an implicit ana-
lytic function y = f(x, y). Additionally, it shows the
curve of an explicit empirical function y = h(x), which
is offset from the curve of the analytic function. The
segmented curve corresponds to the correlation, which
is the recursive function yn+1 = f(x, yn). This function
approaches the curve of the analytic function.

At a local reference point (xo, yo) for the empirical
function yo = h(xo), the data xo is within the range
from xa to xb (x-axis), and the output data yo is within
the range from ya to yb ( y-axis). For the analytic func-
tion, when xo, the output data is ym, establishing the
reference point (xo, ym). Similarly, for recursion, when

xo, is the input data, the result is yn+1, defining the ref-
erence position (xo, yn+1). For a fixed point xo, as the
algebraic terms of the recursion yn+1 increase, starting
from yo, the dependent variable yn+1 approaches the
fixed value ym This implies that the numerical error
gradually decreases until achieving numerical conver-
gence ym = yn+1. Therefore, for different input values
xo, the recursion curve would overlap the analytic
curve in the range xa ≤ xo ≤ xb, and the output data
would fall within the range ya ≤ yn+1 ≤ yb.

Figure 1. Basic schematic representation of the curves for
the analytic, empirical, and recursive functions.

In Figure 1 the steps of the recursive method shown
in equation (4).

y1 = f(xo, yo)
y2 = f(xo, y1)
y3 = f(xo, y2)

...
yn+1 = f(xo, yn)

(4)

Where the first approximation is y1, the second
is y2, the third is y3, and the last one yn+1. The suc-
cession for yn+1, increases progressively, starting from
n = 0.

The function yo = h(xo) is an explicit mathemati-
cal expression that provides a representation of a closed
initial calculation, where yo is the first approximate
solution.

2.2. Explicit relationship

To calculate the initial first approximation of the fric-
tion factor λo, it is necessary to establish a mathe-
matical expression as an explicit relationship for this
approximate solution.

To obtain the explicit relationship λo, equation
(1) of Colebrook-White [5, 6] was considered.

√
λ was

removed from the argument of the Colebrook-White
equation, and the positions of the coefficients ai and
exponents ni were adjusted. As a result, the explicit
relationship λo for the initial friction factor calculation
was structured as equation (5).
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1√
λo

= a1log

[(
ε

a2

)n1

+
(

a3

Re

)n2]
(5)

The input data consists of the independent pa-
rameters: the relative roughness ε and the Reynolds
number Re. These parameters are set in the range of
1 × 10−06 ≤ ε ≤ 0, 05 and 4000 ≤ Re ≤ 1 × 10+08. The
output data is λo.

The coefficients a1, a2, a3 and the exponents n1 and
n2 of equation (5) were iteratively calibrated in an Ex-
cel 2019 spreadsheet using equation (1) of Colebrook-
White as a reference. The best results regarding the
magnitudes of the coefficients and exponents were se-
lected to establish two explicit relationships.

Table 1 displays the magnitudes of the coefficients
and exponents for the two proposed explicit relation-
ships, presented as equations (6) and (7).

Table 1. Calibrated values of coefficients and exponents

Coefficient Exponent
a1 a2 a3 n1 n2

Eq. (6): 1,795 3,9 6,94 1,104 -
Eq. (7): 2 3,7 6,94 - 0,9

1√
λo

= −a1log

[(
ε

a2

)n1

+ a3

Re

]
(6)

1√
λo

= −a1log

[
ε

a2
+

(
a3

Re

)n2]
(7)

2.3. Correlation adjustment

Based on the recursive method, equation (1) of
Colebrook-White [5, 6] was adjusted to calculate the
friction factor using λn+1, as the output data and λn as
the input data. The modified equation (8) is expressed
as follows.

1√
λn+1

= a log

[
b + c

1√
λn

]
(8)

Where a = −2, b = ε/3, 7 y c = 2, 51/Re.
Equation (8) is based on the base 10 logarithm.

This equation is used to perform the calculations in
this work. It can also be expressed in terms of the natu-
ral logarithm as follows: 1/

√
λn+1 = a1ln

[
b + c/

√
λn

]
,

where a1 = a/ln(10).
Using equation (8), the correlation expressed as

equation (9) was established to calculate the incre-
ment of the succession λn+1 = λ2, λ4, λ6, λ8.

1√
λ8

= a log [b + ac log [b + cD]]
D = a log [b + ac log [b + cC]]
C = a log [b + ac log [b + cB]]
B = a log [b + ac log [b + cA]]

(9)

Where D = 1√
λ6

, C = 1√
λ4

, B = 1√
λ2

and
A = 1√

λo
.

Equation (9) was extended by adding terms to eval-
uate up to λn+1 = λ20, although the mathematical
expression for λ20 is not presented because the proce-
dure is similar. The same principle as in equation (8)
is applied.

The purpose of evaluating the correlation in a seg-
mented manner was to determine the decrease in the
percentage error of the friction factor for different
values of the Reynolds number and relative roughness.

As input value of λo for A = 1/
√

λo en in equation
(9), four explicit relationships were considered: the
Swamee-Jain relationship [8] (equation (2)), the Haa-
land relationship [9] (equation (3)), and the equations
(6) and (7) proposed in this work. Each relationship
was evaluated separately in equation (9).

The percentage error of the friction factor λ(%)
was calculated using the following the equation (10).

λ(%) = 100
∣∣∣∣λm − λn+1

λm

∣∣∣∣ (10)

Where λm represents the friction factor of the exact
solution of the Colebrook-White equation, and λn+1
represents the friction factor obtained from equation
(9).

It is worth mentioning that all numerical calcu-
lations and graphs were performed in an Excel 2019
spreadsheet.

3. Results and discussion

3.1. Correlation and explicit relationships for
friction factor calculation

The correlation created using the recursive method is
expressed by equation (9), where the parameter values
are a = −2, b = ε/3, 7, and c = 2, 51/Re. This corre-
lation is a mathematical expression that models the
trajectory of the friction factor curve, λ, in relation to
the relative roughness, ε, and the Reynolds number,
Re. Considering the term A = 1/

√
λo, in which the

explicit relationships of 1/
√

λo are substituted, acting
as the correlation’s finalizing factor.

The two explicit relationships proposed in this work
to close equation (9) are equations (6) and (7), and
they are expressed as follows.

It is worth mentioning that equation (9) has a sim-
ple structure for direct calculations, which improves
the precision in reducing the error of the friction factor
with each additional term in the recursion. Therefore,
the exact decimal digits of the friction factor increase.

Below, we present the percentage errors of the fric-
tion factor yielded by equation (9) for the explicit
relationships that serve as a closure for A = 1/

√
λo,
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equation (2) by Swamee-Jain, equation (3) by Haaland,
and the proposed equations (6) and (7).

3.2. Percentage errors of the friction factor

Figure 2 shows the plots of the curve trajectories of the
percentage errors of the friction factor λo, calculated
by the initial first approximation for equations (2), (3),
(6) and (7). These curve trajectories are essential to
understand the effect of the coefficients and exponents
on variable values of the relative roughness, ε, and the
Reynolds number, Re.

For the Reynolds number range of 4000 ≤ Re ≤
1×1008 and the relative roughness range of 1×10−06 ≤
ε ≤ 0, 05, equation (6) exhibits an estimated maximum
percentage error of 2.1%, while equation (7) has an er-
ror of 3.1%. Swamee-Jain’s equation (2) shows an esti-
mated maximum error of 3.2%, and Haaland’s equation
(3) has an error of 2.1%. In certain areas, equations (2),
(3), (6), and (7) exhibit errors of around 0.1% (Figure
2). It is worth mentioning that the figures only depict
curve trajectories for the relative roughness range of
0, 00001 ≤ ε ≤ 0, 05.

For ε = 0, 05 (Figure 2a), equations (3) and (6)
exhibit trajectories with a horizontal trend starting
from the local position Re = 1 × 1005. The curve of
equation (7) overlaps with the curve of equation (2)
and shows a straight-line trend with a negative slope.
For ε = 0, 00001 (Figure 2d), the fluctuations in the
friction factor curves are greater compared to the other
curves illustrated in Figure 2.

For hydraulically rough pipes (ε = 0, 05), the trends
differ much more from each other than in hydraulically
smooth pipes (ε = 0, 00001), especially in the case of
equations (2) and (7) for the curve in Figure 2a.

The curves show that the coefficients and expo-
nents of each relationship have a dominant effect that
defines their own trajectory behavior.

It is worth mentioning that, in Figure 2 and other
figures shown below, there are inflection points in
the curves during the descending peaks for specific
Reynolds numbers, which are not visible because the
error output data (y-axis) are absolute values accord-
ing to equation (10). Additionally, it is essential to note
that the vertical axis is on a logarithmic scale base 10
to facilitate the analysis of the curve trajectories.

Figure 2. Percentage errors of the friction factor for λo,
as the calculation of the first approximation of Equations
(2), (3), (6) and (7)

Figures 3, 4, 5 and 6 show the trajectories of the
curves for the percentage errors of the friction factor
for λ2, λ4, λ6 and λ8. As the terms increase, equations
(2), (3), (6) and (7) define their own curve trajectories.
The curve trajectories exhibit the highest percentage
relative error of the friction factor for each value of ε,
at the position Re = 4000, for λ2, λ4, λ6 and λ8

The regions with the highest errors of the friction
factor are found at the local positions ε = 0, 00001 and
Re = 4000, as illustrated in Figures 3d, 4d, 5d and 6d.

The equations (2), (3), (6) and (7) for λ8 (Figure
6d) have errors less than 0,000002%. For λ6 (Figure
5d), the maximum errors are 0,00006%. Forλ4 (Figure
4d), the errors are 0,002%, and for λ2 (Figure 3d), the
errors are 0,061%.

The magnitudes of the coefficients and exponents
in each explicit relationship exhibit a specific behavior,
which influences the evolution of the curve trajectories
as the relative roughness increases within the same
range of Reynolds numbers, as illustrated in Figures 2
to 6. For future work, it is recommended to perform
comparisons with other explicit relationships by sub-
stituting them into equation (9) to determine which
one yields the lowest percentage errors.

It is worth mentioning that something similar to
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what is observed in Figure 2a also occurs in Figure
3a. For λ2 and ε = 0, 05, equations (2) and (7) show
a more significant difference in hydraulically rough
pipes, with a trend of straight lines with a negative
slope. Similarly, equations (3) and (6) also exhibit
straight trajectories and intersect in the region around
Re = 1 × 1005. This phenomenon is also observed in
Figures 4a, 5a, and 6a, where the trajectories show
a trend of straight lines for rough pipes (ε = 0, 05),
respectively.

Table 2 displays the maximum errors of the friction
factor for ε = 0, 00001 and the local Reynolds numbers
4 × 1003, 1 × 1004, 1 × 1005, 1 × 1006, 1 × 1007 and
1 × 1008. These values correspond to λo, λ2, λ4, λ6
and λ8, which are related to Figures 2, 3, 4, 5 and
6. For equation (6) for λ8, considering the conditions
ε = 0, 00001 and Re = 4×1003, a maximum percentage
error of the friction factor of 1, 7 × 10−06% is obtained.
For equations (2), (3) and (7), the errors are below
1, 7 × 10−06 %.

It is worth mentioning that as the recursion in-
creases, the percentage errors decrease. Consequently,
the friction factors for λ8 exhibit seven exact decimal
digits for ε = 0, 001, eight exact decimal digits for
ε = 0, 00001 and nine exact decimal digits for ε = 0, 05
and ε = 0, 0001, compared to the friction factor of
Colebrook-White equation (1), as shown in Table 3.
For recursion values lower than λ8, the exact decimal
digits decrease. For λ6 there are six exact decimal dig-
its, for λ4 there are five exact decimal digits, and for
λ2 there are four exact decimal digits.

In equation (9) for λ8, the maximum percentage
error of the friction factor was obtained, with a value
of 0.0000017%, which is significantly lower than other
reported percentage errors. Brkić and Stajić [25], ob-
tained errors around 0.001204%, Praks and Brkić [26]
obtained an error of 0.002560%, and Serghides [13]
obtained an error of 0.002560%. It is worth mention-
ing that the percentage errors reported by Brkić and
Stajić [25] have not been verified by the authors of
this study through numerical calculations. Therefore,
they are presented solely for comparative purposes.

Figure 3. Percentage errors of the friction factor for λ2

Figure 4. Percentage errors of the friction factor for λ4
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Figure 5. Percentage errors of the friction factor for λ6

Figure 6. Percentage errors of the friction factor for λ8

Table 2. Percentage errors, λ (%), of the friction factor
for the recursions, for ε = 0, 00001 and local Re

Error Eq (2) Eq (3) Eq (6) Eq (7)
λ (%) Re = 4E + 03

λ0 1,6182 1,2790 2,0294 1,4803
λ2 0,0482 0,0381 0,0610 0,0441
λ4 0,0014 0,0011 0,0018 0,0013
λ6 4,4E-05 3,5E-05 5,0E-05 4,0E-05
λ8 1,4E-06 1,1E-06 1,7E-06 1,2E-06

λ (%) Re = 1E + 04
λ0 0,2958 0,0132 0,7047 0,1769
λ2 0,0068 0,0003 0,0163 0,0041
λ4 1,6E-04 7,2E-06 3,8E-04 9,6E-05
λ6 3,7E-06 1,7E-07 8,8E-06 2,3E-06
λ8 8,6E-08 3,9E-09 2,1E-07 5,2E-08

λ (%) Re = 1E + 05
λ0 0,6637 1,0164 0,3413 0,7522
λ2 0,0088 0,0135 0,0045 0,0099
λ4 1,2E-04 1,8E-04 6,0E-05 1,4E-04
λ6 1,6E-06 2,4E-06 7,9E-07 1,8E-06
λ8 2,1E-08 3,2E-08 1,1E-08 2,3E-08

λ (%) Re = 1E + 06
λ0 0,1380 0,8650 0,1948 0,2036
λ2 0,0010 0,0062 0,0013 0,0014
λ4 7,1E-06 4,5E-05 1,0E-05 1,1E-05
λ6 5,1E-08 3,2E-07 7,2E-08 7,6E-08
λ8 3,7E-10 2,3E-09 5,2E-10 5,4E-10

λ (%) Re = 1E + 07
λ0 0,6984 0,4194 0,3166 0,6651
λ2 0,0011 7,0E-04 5,3E-04 0,0011
λ4 2,0E-06 1,2E-06 8,8E-07 1,80E-06
λ6 3,2E-09 1,9E-09 1,5E-09 3,1E-09
λ8 5,3E-12 3,3E-12 2,4E-12 5,1E-12

λ (%) Re = 1E + 08
λ0 0,4423 0,0732 0,8823 0,4351
λ2 2,4E-05 3,9E-06 4,7E-05 2,3E-05
λ4 1,3E-09 2,1E-10 2,5E-09 1,3E-09
λ6 6,4E-14 0 1,3E-13 6,4E-14
λ8 0 0 0 0

Figure 7 displays the decrease in the percentage
error of the friction factor as recursion increases for
λ2, λ4, λ6, λ8, up to λ20.

For equations (2), (3) (6) and (7), with, ε = 0, 00001
and a local position of Re = 4E + 03, the following
percentage errors are obtained: λ9, 2, 85E − 07%, λ10,
4, 95E − 08 %, λ11, 8, 55E − 09 %; λ12, 1, 5E − 09 %,
λ14, 4, 5E − 11 %, λ16, 1, 5E − 12%, λ18, 5, 5E − 14%,
and λ20 0,0%.

For other values of relative roughness and Reynolds
numbers, the percentage errors of the friction factor
are lower. This indicates that as the Reynolds number
increases, fewer terms in the recursion are required to
achieve numerical convergence.
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Table 3. Comparison of numerical values of friction fac-
tors for the recursions considering the Colebrook-White
equation Re = 4E + 03 and local ε

Eq (2) Eq (3) Eq (6) Eq (7)
λ Eq (1): λ = 0, 076986834; ε = 0, 05
λ0 0,0793827 0,0776348 0,0772007 0,0793531
λ2 0,0769896 0,0769876 0,0769870 0,0769895
λ4 0,0769868 0,0769868 0,0769868 0,0769868
λ6 0,0769868 0,0769868 0,0769868 0,0769868
λ8 0,0769868 0,0769868 0,0769868 0,0769868

λ Ec. (1): λ = 0, 040910389; ε = 0, 001
λ0 0,0416954 0,0412161 0,0415108 0,0416423
λ2 0,0409306 0,0409183 0,0409259 0,0409293
λ4 0,0409109 0,0409105 0,0409107 0,0409108
λ6 0,0409104 0,0409103 0,0409104 0,0409104
λ8 0,0409103 0,0409103 0,0409103 0,0409103

λ Ec. (1): λ = 0, 040008431; ε = 0, 0001
λ0 0,0406678 0,0404853 0,0407853 0,0406129
λ2 0,0400278 0,0400224 0,0400312 0,0400262
λ4 0,0400090 0,0400088 0,0400091 0,0400089
λ6 0,0400084 0,0400084 0,0400084 0,0400084
λ8 0,0400084 0,0400084 0,0400084 0,0400084

λ Ec. (1): λ = 0, 039917166; ε = 0, 00001
λ0 0,0405631 0,0404277 0,0407272 0,0405080
λ2 0,0399364 0,0399324 0,0399412 0,0399347
λ4 0,0399177 0,0399176 0,0399178 0,0399176
λ6 0,0399171 0,0399171 0,0399171 0,0399171
λ8 0,0399171 0,0399171 0,0399171 0,0399171

Equation (9) is applicable for hydraulic pipes with
values lower than ε = 0, 00001, and even for ε = 0.
When ε = 0, equation (9) simplifies, and numerically,
the error curves of the friction factor resemble the
trajectories shown in Figure 7c. The results from the
graphs and tables are not presented due to their sim-
ilarity. For λ8, and the range 4000 ≤ Re ≤ 1E + 08,
the percentage error is lower than 1,5E-06%.

The Swamee-Jain and Haaland equations were eval-
uated in equation (9), starting from λ2, and yielded
similar results to the evaluations of the proposed equa-
tions (6) and (7).

Any equation that has structures different from
equations (6) and (7) and that is used in equation (9)
can reduce the percentage error of the friction factor.

The advantage of equation (9) lies in its simple
structure and ease of use for directly calculating the
friction factor as an approximate solution.

Figure 7. Percentage errors of the friction factor for equa-
tions (2), (3), (6) and (7)

4. Conclusions

The correlation expressed in equation (9) for λ8, and
the explicit relationships represented by equations (6)
and (7) for calculating λo as an initial approxima-
tion provide an approximate solution for the implicit
Colebrook-White equation (1). Equation (9) is appli-
cable for turbulent flows within the Reynolds number
range of 4000 ≤ Re ≤ 1E + 08 and the relative rough-
ness range of 0, 05 ≥ ε ≥ 0, 00001. It can also be
applied to smooth pipes within the same Reynolds
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number range. However, equation (9) is not applicable
for Re < 4000.

Within the relative roughness range of,
0, 05 ≥ ε ≥ 0, 00001, and Reynolds number range of
4 × 1003 ≤ Re ≤ 1 × 1008, the estimated value of the
maximum percentage error of the friction factor is
1, 7 × 10−06 %, for ε = 0, 00001 and Re = 4 × 1003.
In this case, the friction factor has seven exact deci-
mal digits. For other values of relative roughness and
Reynolds numbers, the numerical magnitudes of the
friction factor exhibit more than seven exact decimal
digits.

For recursions beyond λ8, the exact decimal digits
increase. For ε = 0, 00001 and Re = 4 × 1003, λ10
exhibits an error of 4, 95×10−08 %, λ14 yields an error
of 4, 5 × 10−11 %, and λ20 exhibits an error of 0,0%.
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Abstract Resumen
This article studies the location of faults in the elec-
trical distribution system based on processing short-
circuit signals. For this analysis, the simulation of
cases using the CYME software is proposed, using the
Wavelet transform to study the signal obtained and
decomposed. The minimum spanning tree method is
proposed so that fault location is optimal and recon-
nection time is minimal. This analysis considers the
reclosers’ location in the distribution system that will
serve as information repositories. In this investigation,
a fault location algorithm was developed to analyse
transient phenomena, achieving good precision in
time frequency. Applying the proposed method, the
signal is broken down into different levels, obtaining
the necessary parameters to determine the distance
of the fault.

En este artículo se estudia la localización de fallas en
el sistema de distribución eléctrica, basándose en el
procesamiento de las señales de cortocircuito. Para
este análisis se propone la simulación de casos me-
diante el software CYME, empleando la transformada
wavelet para el estudio de la señal obtenida y descom-
puesta. Se propone el método del árbol mínimo en
expansión para que la localización de las faltas sea
óptima y el tiempo de reconexión sea mínimo. Este
análisis toma en cuenta la ubicación de los reconecta-
dores en el sistema de distribución que servirán como
almacenadores de información. En esta investigación
se desarrolló un algoritmo de localización de fallas
mediante el análisis de fenómenos transitorios, lográn-
dose buena precisión en tiempo-frecuencia. Aplicando
el método propuesto se descompone la señal en dife-
rentes niveles obteniéndose los parámetros necesarios
para determinar la distancia de la falla.

Keywords: Fault detector, Short-circuit impedance,
Wavelet transform, Fault location, Fault distance.

Palabras clave: Detector de fallas, Impedancia de
cortocircuito, Transformada Wavelet, Localización de
fallas, Distancia de fallas.
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1. Introduction

Distribution networks are responsible for supplying
electric power to consumers using a set of electrical
elements such as conductors, transformer equipment,
protection, and structures for their fastening. In distri-
bution networks, there are problems due to the location
of faults. The faults can interrupt the electricity supply
to the end consumer and make the network unstable,
thus reducing the electric system’s reliability. All these
problems can impose economic losses on consumers,
power plants, and distributors [1].

According to the study, [2], more than 80 percent
of power system outages are due to failures that occur
in distribution systems due to various reasons, such as
lightning strikes, power system component failures due
to aging equipment, and human error [3]. Therefore,
distributors try to use efficient technologies, mainte-
nance actions, and corrective procedures to reduce the
failure rate and its destructive effects.

Fault location is one of the most critical issues
in the electrical power distribution system, so proper
location is essential to help electrical maintenance per-
sonnel directly locate the correct location and fix the
problem quickly. This minimizes outage time, restores
power, and reduces operating costs [4].

Despite technological advances and the need to
improve performance, today’s troubleshooting process
still relies on trouble calls from affected customers.
When a permanent fault occurs, managers in the oper-
ation center identify the feeder and the possible area
of occurrence. Maintenance personnel are then sent to
patrol that area to identify and isolate. This procedure
is ineffective in certain circumstances because the area
is sizeable [5].

Generally, methods based on impedance and fun-
damental frequency components, traveling waves, and
knowledge [6] are used to diagnose and locate faults in
distribution systems. The first method requires volt-
age and current measurement data at fundamental
frequency to determine the impedance and estimate
the fault location using one or several measurement
points. This method has the advantage of being im-
plemented at a low cost. Still, it has the disadvantage
of estimating multiple fault locations due to the large
number of branches that a distribution network may
have [7]. The knowledge method encompasses methods
based on analysis and statistics, distribution devices,
artificial intelligence, and hybrid methods. The applica-
tion of the knowledge method requires measurements
of voltage and current on the feeder, the operating
status of the substation and feeder breaker, and data
provided by intelligent electronic devices (IED) and
protection devices installed on the feeders [8]. The
traveling wave method for fault location in distribu-
tion systems, which will be used for this work, is based
on the transmission and reflection of traveling waves

between the line terminals and the fault point. This
method requires IED and protection devices capable
of storing current and voltage information of the net-
work operation to obtain the transient waveform for
the location of the fault occurring in the distribution
system [9].

2. Materials and methods

Several methods have been proposed for fault location
but are not readily applicable to distribution systems.
This is mainly due to short and heterogeneous lines,
lateral branches, load taps, and a lower degree of in-
strumentation in distribution systems.

Currently, the primary methods used to locate the
location of single-phase ground faults in distribution
networks are impedance, S-injection, traveling wave,
and port diagnostic methods [10].

In addition to all the methods mentioned above,
employing a FI is the most practical and affordable
way for distribution systems, thus providing the best
probable fault location [11]. FI in a system does not re-
quire sophisticated infrastructures, making it a suitable
method in most distribution systems. The assignment
of an FI to the networks could restrict the fault area
identified by the supervisory control center, so the
time required to locate it would decrease substantially.
This leads to improved restoration time and service
reliability indices. However, using FI in all candidate
locations is unnecessary and costly, so cost-effective
analysis is needed to determine how many and where
FI should be located to get the most out of them [12].

HIF detection may be a protection function in
intelligent electronic devices in power distribution net-
works [13]. HIF can be defined as a fault that draws
low currents for conventional protective devices such
as overcurrent relays or fuses to trip. Due to the low
magnitude of the fault current, HIF does not damage
system components but is a public safety hazard be-
cause it often involves an electrical arc that increases
the fire risk of fire [4].

Several methods have emerged to detect faults in
a distribution system over the years. In [14], an al-
gorithm is presented to detect high-impedance faults
by feature extraction based on the WT and a Neural
Network. The extraction of the most relevant signal
features is obtained from WT classification such as
Haar, Symlet, Daubechies, Coiflet, and Biorthogonal;
for each wavelet mentioned, a decomposition of differ-
ent levels is performed, which allows the analysis to
detect a fault.

Different types of short-circuit faults are generated
in distribution networks, so in [15] suggests using the
software package CYME that allows the construction
of a distribution network and the simulation of several
short-circuit faults. Matlab - Simulink uses the wavelet
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transform that allows decomposing and reconstruc-
tion of original signals by decomposing the signal into
different levels to improve the speed of fault detection.

Figure 1 represents the structure for this investiga-
tion; it sees the scenario when designing the distribu-
tion network system, as well as the dynamic analysis
when existing a fault in one o more nodes; here is neces-
sary to obtain the short-circuit profile; it is interesting
to look at the Wavelet transform process, that allows
analyzing what happens in the system and localized
the distances and the original node when the system
hat a fault o various, therefore the result data allow
build the metric whit the critical information about
ubication and system behavior.

Transient state analysis requires techniques that
exploit the relationship between system parameters,
transient frequency, and wave speed. For this reason,
it [20] it is suggested to use the Wavelet transform
since high frequencies have a better resolution in time.

A high-frequency component can be located with
less relative error than a low-frequency component.
Conversely, low frequencies have better resolution in
the frequency domain than high-frequency compo-
nents [21]. There are various methods for the location
and calculation of the fault distance in electrical power
systems, including the traveling wave method, which
is applied in most cases for the location of faults in
transmission systems.

MOTIVATION

METHOD

ANALYSIS

Location of fault detection equipment
in the electrical distribution system.

Estimation of the fault distance in the
      electrical distribution system

Based on simulation of
power flows in CYME

Determination of detail times Failure distance estimation

The traveling wave fault distance estimation system..








 




 


























 


















 








 
















































































 








 









  




































































 

































 

















































  



 



 


















 








 

















































 




      

 

 


 

 



 





















Figure 1. Figure Conceptual & Authors.

The flow diagram, see Figure 2, for obtaining fail
signals is necessary to generate a profile obtained of
CYME on dynamic analysis; here depends on the origi-
nal data; if this information is not correct is mandatory
interpol; therefore, the analysis Wavelet transform al-
lows thorough a Daubechies and filter of fault to deter-
mine the time and the propagation velocity that is a
possible estimation of fault distance from the nearest
recloser.

In distribution systems, the traveling wave method
is implemented, which has low accuracy when the con-
figuration of the lines changes in impedance, so [19]
proposes an accurate method of fault location in the
distribution network based on the traveling wave with
multiple measurement points. To obtain multiple me-
tering points in [17], [22] distribution networks use
digital relays at substations, IED along the primary
feeders, SCADA sensors on the feeder circuit, and

smart meters at customers, all of which have the prop-
erty of storing information about the operation of the
distribution network, thus obtaining multiple metering
points.

Table 1 exposes the nomenclature as well as the
description of abbreviations that are being used in this
investigation; for everything, research is mandatory in
creating the state art; this is an excellent tool for the in-
vestigator can obtain information about the topic and
develop the fundamental structure that through which
is the possible analysis and evaluate the mathematics
model exposes, see table 2.

There are various methods for the location and
calculation of the fault distance in electrical power
systems, including the traveling wave method, which is
applied in most cases for the location of faults in trans-
mission systems. In distribution systems, the traveling
wave method is implemented, which has low accuracy



Gomez et al. / Study for localization of fault in the electrical distribution systems 67

when the configuration of the lines changes impedance,
so in [19] proposes an accurate method of fault loca-
tion in the distribution network based on the traveling
wave with multiple measurement points.

Start. Obtaining fault signals.

Import of fault signals into Matlab.

Fault signal interpolation.

Interpolation (X,1).

> to 850m. < to 850m

Interpolation (X,10).

Wavelet transform db4 level 4.

Filtering of high-frequency components.

Reconstruction of fault signal coefficients.

Determination of failure time.

Calculation of the propagation velocity.

Estimation of fault distance. end

1

Figure 2. Flow Diagram & Authors.

There are various methods for the location and
calculation of the fault distance in electrical power
systems, including the traveling wave method, which is
applied in most cases for the location of faults in trans-
mission systems. In distribution systems, the traveling
wave method is implemented, which has low accuracy
when the configuration of the lines changes impedance,
so in [19] proposes an accurate method of fault loca-
tion in the distribution network based on the traveling
wave with multiple measurement points.

In addition, an algorithm for fault distance esti-
mation in distribution networks using the transient
traveling wave and the Wavelet transform propose
in [18], using the current traveling wave signals from
the substation bus with the first arrival times of the

aerial difference component and zero sequences to cal-
culate the estimated fault distance and the same can
be analyzed with the mother wavelet db6 and level 1.
However, this is possible only when there are symmet-
rical faults [23].

Nowadays, GIS geoprocessing computational tools
are used to design an electrical distribution network,
obtaining a geo-referenced database in which the
minimum-spanning algorithm (MST), one of the prac-
tical mathematical theories used in electrical network
simulation problems, is applied, which can optimize the
electrical network [24], [25]. A geo-referenced database
also allows applying algorithms such as K-Means and
Elbow for a more accurate location of protective de-
vices [26], [27].

In this scenery have been designed an electrical net-
work system and the energy elements how, reclosers,
substations, load, and others, ensuring the correct op-
eration of the system is mandatory to execute the
power flow and guarantee the voltage profile for the
customer in figure 3, observed a short representation
in the electrical distribution network, here observing
the drop voltage and reclosers load, substation load,
among others, this design system is a tool for fault
analysis and a priority search the node location, every-
thing is geolocated which allows having a strategy as
realistic as possible.
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Table 1. Nomenclature & Description of Abbreviations & Authors

Nomenclature Description Nomenclature Description

f(t) Analysis signal dreal
Actual distance measured from the
substation to the fault node.

C Capacitance Wf(µ, s) Continuous-time wavelet trans-
form.

IF Fault current df

Fault distance measured from the
distribution substation to the fault
node.

HIF High impedance faults FI Fault indicator.
GIS Geographic information system L Inductance
IEDs Intelligent electronic devices MST Minimum spanning tree.
V LN Phase voltage.
∆F Sampling frequency Z1 Positive frequency impedance.
s Scale I Rated current.

STPC
Simultaneous three-phase short-
circuit S/E Substation.

SWT The stationary wavelet transform TPSCNS
Three-phase short-circuit near the
substation.

µ
Translation of the wavelet function
in the analysis signal domain WT Wavelet transform.

TPSCFS
Three-phase short-circuit far from
substation ψ∗ (

t−µ
s

) Wavelet transform function or
wavelet function.

∆V Voltage drop t Time.
v Wave propagation velocity td Wavelet detail time of the signal.
Z0 Zero frequency impedance TPSC Two-phase short circuit

Table 2. Summary of articles related to flaw detection equipment
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[2], 2020 Increased accuracy in fault detection ✠ ✠ ✠ - - - - ✠
[4], 2019 Fault finding in different locations ✠ ✠ ✠ ✠ - - - ✠
[7], 2022 Troubleshooting for four-wire systems ✠ ✠ - ✠ ✠ - - ✠
[9], 2020 Short-circuit fault detection ✠ ✠ ✠ ✠ - - ✠
[10], 2020 Line - ground fault location ✠ ✠ ✠ ✠ - - - ✠
[12], 2020 Single-phase fault location ✠ ✠ ✠ ✠ - - - ✠
[16], 2019 Minimize distance error ✠ ✠ ✠ ✠ ✠ ✠ - ✠
[17], 2020 Combining devices in the network ✠ ✠ - ✠ ✠ - - -
[18], 2019 Parameterize short circuit ✠ ✠ ✠ ✠ - - ✠ ✠
[19], 2020 Fault location method ✠ ✠ ✠ ✠ - - - ✠

Present work Fault location - ✠ ✠ ✠ ✠ ✠ ✠ ✠



Gomez et al. / Study for localization of fault in the electrical distribution systems 69

2.1. Problem Formulation and Methodology

Case studies are presented on faults in the electrical dis-
tribution system, which are identified by the Wavelet
transform method; the acquisition of a database de-
scribing the operation of the system in a dynamic state
is performed in the CYME software, allows simulating
transient stability with their respective characteristics
acquired by the identification method successively, so
the data must contain as a fundamental variable the
information of the current fault behavior, which must
be interpolated if the distance is less than 850 meters,
which is the threshold to have a better sampling of the
signal. The traveling wave method calculates the fault
distance, considering a system without a change of
positive homopolar impedance. Distribution networks
are subject to faults due to different types of origin or
nature, which affect the electrical network components,
generating disturbances in their correct operation and
transients in the current and voltage signals. Therefore,

it is necessary to identify when a fault occurs using
the WT.

The WT is an effective tool for fault identification
due to its functionality for processing and analyzing
transient signals. WT can be used to obtain simulta-
neous information about the time and frequency of a
signal [14].

The electrical distribution system contains trans-
formers of three phases on medium voltage; its power
varies between 30 kVA and 200 kVA, the conductors
configuration is 1/0 from phase and 2 for the neutral
type ACSR for an overhead line, the reclosers location
depends on the system characteristics, but for this
investigation was used the failure indicators, other pa-
rameter import is the conductors capacity this ensures
its changeability; everything scenery is geolocated with
the optimal conditions for executed a power flow, see
figure 4, the results are exposed in table 3, where the
reader can observe the most relevant parameters.

Table 3. System characteristics in normal state

S/E Capacity 5 MVA
Total Load
Real Power 3.686 MW

Reactive Power 2.325 MVAR
Apparent Power 4.358 MVA

Load Used
Real Power 3.614 MW

Reactive Power 1,534 MVAR
Apparent Power 3,926 MVA

Total losses 0,823 MVA
Max. ∆V 2,85 %
Length 15899 m

Figure 4. Scenario & Authors.
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Signal analysis using WT is based on the dilation
and translation of a mother wavelet on the signal. The
scaling operation dilates and compresses the mother
wavelet, resulting in low and high-frequency signals,
respectively [14].

Wf(µ,s) =
∫ ∝

−∝
f(t) ∗ ψµ,s(t)dt (1)

Can define ψµ,s as the original Wavelet signal:

ψµ,s(t) = 1√
s
ψ

(
t− µ

s

)
(2)

Where:

• s - Scale

• µ - Translation of the wavelet function in the
analysis signal domain.

• t - Time.

Different mother wavelets are associated with the
family: Daubechies, Coiflets, and Symmlet; for the
case studies presented here, we used the Daubechies
wavelet level 4 [db4] for the case studies presented.

It is proposed to locate the fault using the traveling
wave method, which calculates the wave propagation.
It depends on the inductive and capacitive parameters
in equation 3 obtained from the positive sequence zero
sequence impedance.

v = 1√
L ∗ C

(3)

L represents the inductance of the distribution line
per unit length. In contrast, C represents the capac-
itance of the distribution line per unit length. For
either case, the parameters can be expressed in kilo-
meters or meters; thus, the calculated velocity will
be described in km/s or m/s. The distribution line
configurations affect how the traveling waves travel
through the network; see table 4.

Table 4. Line Parameters & Authors

Line L (H/km) C (F/km) v (km/s)

Line 139-140 0,0011796 1,0242E-08 287705,1614
Line 166-186 0,0011796 1,0242E-08 287705,1614
Line 102-103 0,0011796 1,0242E-08 287705,1614
Line 197-212 0,0011796 1,0242E-08 287705,1614
Line 235-236 0,0011796 1,0242E-08 287705,1614

To calculate the fault distance, in addition to the
velocity, it is necessary to determine the time of the

signal utilizing the wavelength and the sampling fre-
quency, which is equal to 3.3kHz.

df = td ∗ ∆F

2 ∗ v (4)

error(%) = |df − dreal|
dreal

∗ 100 (5)

In the location of fault-detecting equipment called
FI, the jambu elbow method is implemented to es-
timate the number of clusters needed. The k-means
algorithm allows for a better cluster of the fault in-
dicators within the distribution network presented in
the case study (Table 5).

To test the effectiveness of the proposed algorithm,
a 22 kV distribution network georeferenced with QGIS,
see table 1, is designed. These coordinates are imported
to Matlab. The graph is conformed, in which the MST
is applied, starting from a root vertex and finding all
its linked nodes and the relations that allow connect-
ing them, being the weight considered the smallest
distance [28]. A minimum weight spanning tree is an
edge-weighted digraph connected to all vertices with-
out the presence of loops [29], [30].

The proposed feeder has 295 nodes, 48 three-phase
transformers with two windings whose power in kVA
are 30, 50, 75, 112.5, 150, and 200, a single-phase
transformer of 75 kVA, 54 concentrated loads, and five
reclosers. three-phase resulting in a feeder of 5 MVA
installed load; see figure 4, table 3 shows its general
data and in table 6 the cases to be studied.

Table 5. Algorithm information

I: Current
T: Time
C, L, Fo: Auxiliary variable
td: Wavelet detail time of the signal
v: Velocity
df : Fault distance

Steps of the algorithm:
Step 0: Short-circuit current data entry
Step 1: Initialization of variables
Step 2: Data for the calculation of the failure node

Cs = Capacitance [F/km]
Ls = Inductance [H/km]

Step 3: Decomposition and reconstruction of the signal
with the Wavelet transform

[C,L] = wavedec(I,4,db4)
Save max(C)
Fo = wrcoef(’d’,C,L,’db4’)

Step 4: Find the two maximum peaks after the failure
Print td

Step 5: Calculate v
Step 6: Estimate distance and location of the fault node
Step 7: Estimation of the error percentage
Step 8: Graph the results
Step 9: End



Gomez et al. / Study for localization of fault in the electrical distribution systems 71

Table 6. Study cases & Authors

Case Fault Type Fault Node
Three-phase short-circuit far and near substation Three-phase 140 - 186

Simultaneous three-phase short-circuit Three-phase 212 - 102
Two-phase short circuit Two-phase 235

According to the exposed case study, the starting
point is a three-phase short-circuit fault in node 140,
1427 meters from the medium voltage substation. The
short-circuit data is generated from the storage of
events by the protection and switching device, which
is the 41-57 re-closer with a sampling frequency of 3.3
kHz; from the data originates the operation waveform
of the distribution system under fault, see figure 5.

Starting from the same case, a three-phase short-
circuit fault occurs near the substation at a distance of
274.6 meters. The fault signal is obtained from the stor-
age of events by the protection and switching device,
recloser 163-164. As the fault is lower than the thresh-
old, we proceed to interpolate for better sampling; see
figure 6.

Figure 5. Three-phase short-circuit far from the substa-
tion & Authors.

Figure 6. Three-phase short-circuit near the substation
& CYME.

A second case is that of a simultaneous three-phase
short circuit. Therefore, we have two distances, the
first at 625.8 meters, lower than the threshold we must

interpolate, and the second at 1051.7 meters, taken
from the substation. The signals are obtained from
reclosers 41-57 and 191-193; see figure 7.

Figure 7. Simultaneous three-phase short-circuit in two
nodes of electrical distribution system & CYME.

A two-phase fault occurs within the 190-191 re-
closer zone 1219 meters from the substation. In this
case, the fault currents are symmetrical because there
is no impedance change in the distribution lines; see
figure 8.

Figure 8. Two-phase short circuit & CYME.

3. Results and discussion

A WT of family Db4 and order 4 is used from the
fault signals obtained from each case. The signal is
reconstructed using the maximum level based on the
wavelet decomposition structure.

The detail signals for all cases are similar with the
variation in their amplitude due to the number of cal-
culated coefficients. One of the essential variables to
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apply the traveling wave method and subsequent loca-
tion of the fault is the exact time (td), which results
from the difference between the two consecutive peaks
called rms value at the instant of the fault, which is
calculated for each case.

For the application of the fault location and iden-
tification algorithm, it is necessary to determine the
time TD for each case, which will be similar for each
type of fault and can be obtained from the signal pre-
sented in Figure 9, which corresponds to the analysis of
the identification of the distant fault of the substation
located at node 140.

Figure 9. Wavelet detail signal to calculate the fault detail
time away from the substation, amplitude on amperes vs
WT of the order 4.

Now, as the fault occurs at node 186, located near
the substation, the information from the database ob-
tained by the recloser is interpolated due to the small
amount of data. This allows a better signal for fault
identification and determination of time td, figure 10.

Figure 10. Wavelet detail signal to calculate fault detail
time near the substation, amplitude on amperes vs WT of
the order 4.

When two simultaneous faults occur, one located
at node 212 and the second at node 102, which belong
to recloser zone 41-57 and 191-193, respectively, two
different databases were obtained in which an indepen-
dent analysis of each signal was performed to identify
the fault occurred and determine the td times of each
fault signal, which are presented in Figure 11 and 12.

Figure 11. Wavelet detail signal for fault detail time cal-
culation 1, amplitude on amperes vs. WT of the order 4.

Figure 12. Wavelet detail signal for fault detail time cal-
culation 2, amplitude on amperes vs. WT of the order 4.

Figure 13 shows the wavelet detail signal to ob-
tain the time td for calculating the distance of the
two-phase fault case occurring in the recloser 190-191
zone.

Figure 13. Wavelet detail signal for calculating the de-
tailed time for the two-phase short circuit, amplitude on
amperes vs. WT of the order 4.

Once the fault occurrence and the estimated dis-
tance from its origin are identified, the jambu elbow
method is implemented to determine the required num-
ber of IF installed in the distribution network. The
sult of the elbow method is presented in Figure 14.
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Figure 14. Elbow method for locating fault detection
equipment.

The k-means method obtains the optimum location
where each fault indicator should be installed, Figure
5 the optimum location of the 8 fault indicators, rep-
resented by red dots.

To verify that the developed algorithm estimates
the fault distance correctly, Table 7 shows the results

obtained in the tests of each case, in which it can be
seen that the calculated values of fault distance are
satisfactory with a margin of error of less than 30%.

The distance calculation depends directly on the ex-
act time, Figure 15, i.e., the calculated distance curve
also varies by varying the time curves t1 and t2. The
same graph shows that the calculated distance curve
is similar to the actual distance curve, i.e., satisfactory
results.

Figure 15. Node fault current.

Table 7. Results obtained after the occurrence of the failure.

Cases Type of fault t1(s) t2(s) dcal(km) dreal(km) error(%) Node

Case 1 TPSCFS 0,5667 0,6 1,4531 1,427 1,8626 140
TPSCNS 0,5649 0,5715 0,28413 0,2476 3,4701 186

Case 2 STPC 0,5649 0, 0,5715 0,62706 0,6258 0,2 212
STPC 0,0567 0,06 0,80768 1,0517 23,202 102

Case 3 TPSC 0,5649 0,5849 1,2117 1,219 0,5963 235

For each node where the fault occurs, the rated
current and short-circuit current, Table 9, are shown
in the fault current in Figure 14 and the rated current
in Figure 17.

In figure 16, node 212, distant from the substation,
presents the maximum rated current of the system
due to a more significant amount of connected load. In
contrast, node 102 presents the minimum rated current
within the system and is connected to a small load. For
the case of figure 15, it is observed that the maximum
fault current occurs at node 186 near the substation
due to a large amount of connected load, while node
102 again presents the minimum fault current for the
same reason of having a smaller load.

The voltages at the nodes of the electrical distribu-
tion system vary depending on the distance at which
they are located because the greater the distance, the
more significant the voltage drop (Table 8), where the
nominal and fault voltage values are shown.

Figure 16. Nominal current of the node.
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Figure 17. Detail time and actual and calculated distance.
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Table 8. Nominal voltage and fault voltage.

Nominal phase voltage Fault phase voltage
V LNA (kV) V LNB (kV) V LNC (kV) V LNA (kV) V LNB (kV) V LNC (kV)

Case 1 140 12.671717 12.671717 12.671717 0.0017369 0.0017369 0.0017369
186 12.692277 12.692277 12.692277 0.0002725 0.0002725 0.0002725

Case 2 212 12.692948 12.692948 12.692948 0.0016125 0.0016125 0.0016125
102 12.673058 12.673058 12.673058 0.0007874 0.0007874 0.0007874

Case 3 235 12.691229 12.691229 12.691229 6.3432678 6.3432678 12.709157

Figure 18 analyzes the phase voltage values that
vary depending on the distance at which any node
belonging to the distribution system is located, far or

near the substation. Figure 19 shows that each phase
varies according to the fault type for the fault voltages
(Table 9).

Table 9. Fault and rated current.

Cases Nodes IFA(kA) IFB(kA) IFC(kA) IA (A) IB (A) IC (A)

Case 1 140 4,9372 4,9372 4,9372 1,3 1,3 1,3
186 6,2784 6,2784 6,2784 1,9 1,8 1,9

Case 2 212 3,9035 3,9035 3,9035 2 2 2
102 2,1351 2,1351 2,1351 0,8 0,8 0,8

Case 3 235 4,4482 4,4482 0 1,1 1,1 1,1

Figure 18. Nominal voltage of the node.

Figure 19. Node fault voltage.

3.1. Discussion

The performance of the fault location algorithm based
on WT and traveling wave propagation speed depends

on the configuration of the distribution system lines
and the fault location. When the design of the lines
does not present impedance change, the algorithm
shows excellent performance in calculating the fault
distance, so the location of the fault point is more
accurate. When the configuration of the lines presents
impedance changes, it is necessary that the feeder has
IED and protection equipment installed in multiple
topics to have more information about the occurrence
of faults, which allows the algorithm to present a high
performance.

Several simulations were performed far and near
the substation; faults greater than 850 m should not
interpolate the data, and more minor faults should be
interpolated. Given this hypothesis, it was determined
that the interpolation threshold is 850m.

The precise location analysis is necessary because
there may be equal distances in the distribution net-
work; it performs based on the protection and switching
equipment, such as reclosers, which allows zoning and
reduces the fault location error. Although the analy-
sis is performed by recloser zone, there are still equal
distances to the point of failure. The location of FI is
proposed to achieve a precise fault location. They can
visually indicate which section of the distribution line
is at fault.
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4. Conclusions

Fault location in electrical distribution systems is es-
sential to improve their reliability and reduce the in-
terruption time of electrical service; in this article, the
wavelet transform is related to the traveling wave to
propose a fault location method.

The distribution system characterization shows
that the line parameters’ variation influences the ve-
locity calculation through the traveling wave and the
different protection equipment installed in the feeder,
whose sampling frequency varies depending on the
make and model.

For the calculation of the fault distance, it is neces-
sary to correctly choose the mother wavelet, which will
allow identifying in a better way the two maximum
peaks after the fault being this approximate, which
can have up to 30% of permissible error.

The fault signal obtained by the network’s protec-
tion equipment can be acquired from equipment far
or near the substation. It should be noted that if the
data for constructing the fault signal are insufficient to
obtain a smoothed signal, they should be interpolated
to have a broader database and better approximate
the fault; tests have been conducted showing in this
work that the optimal distance is 850 m.

The methodology implemented in this case study
was able to locate the faults in the distribution system
through the short circuit current signals visualized
by the reclosers near the fault. Finding the correct
detail coefficients since these coefficients directly influ-
ence the distance calculation. This being the duration
time of the fault, it should be noted that the proposed
methodology can only be used in scenarios where there
is no impedance change in the distribution lines.

For the quantification of the fault-detecting equip-
ment, the jambu elbow method was used, which is
used to implement within the k means algorithm that
will place the fault-detecting equipment at strategic
nodes.
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Abstract Resumen
The integration of artificial intelligence techniques
introduces fresh perspectives in the implementation
of these methods. This paper presents the combina-
tion of neural networks and evolutionary strategies to
create what is known as evolutionary artificial neural
networks (EANNs). In the process, the excitation
function of neurons was modified to allow asexual
reproduction. As a result, neurons evolved and de-
veloped significantly. The technique of a batch poly-
merization reactor temperature controller to produce
polymethylmethacrylate (PMMA) by free radicals
was compared with two different controls, such as PID
and GMC, demonstrating that artificial intelligence-
based controllers can be applied. These controllers
provide better results than conventional controllers
without creating transfer functions to the control
process represented.

La integración de técnicas de inteligencia artificial
introduce nuevas perspectivas en la aplicación de es-
tos métodos. Este trabajo presenta la combinación de
redes neuronales y estrategias evolutivas para crear
lo que se conoce como redes neuronales artificiales
evolutivas (RNAE). Durante el proceso, se modificó
la función de excitación de las neuronas para per-
mitir su reproducción asexual. Como resultado, las
neuronas evolucionaron y se desarrollaron significati-
vamente. La técnica del controlador de temperatura
de un reactor de polimerización por lotes para pro-
ducir polimetilmetacrilato (PMMA) mediante radi-
cales libres se comparó con dos controles diferentes
(PID y GMC), demostrando así la aplicabilidad de
los controladores basados en inteligencia artificial. Es-
tos controladores ofrecen mejores resultados que los
controladores convencionales sin crear funciones de
transferencia al proceso de control representado.

Keywords: ANNs, Evolved Neural Networks, Reac-
tor Batch, Function Excitation, PMMA

Palabras clave: RNA, redes neuronales evolu-
cionadas, lote de reactores, excitación de funciones,
PMMA
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1. Introduction

Artificial neural networks are systems based on the
cognitive and problem-solving capacity of the human
brain, with the difference of greater robustness of the
artificial neural network compared to the human brain.
Who can establish that the systems based on artificial
intelligence and artificial neural networks (ANNs) can
submit an overlearning of the dynamics of the process,
this being a feature of adjustment similar to the human
brain [1–4].

Neural networks can be of different types, and the
selection of the same depends on the characteristics re-
quired of the network and of the process, which means
that the more robust network tends to be the most ap-
propriate setting. However, as happens in the human
brain [5–9], artificial neural networks can also present a
learning non-adjustable, which is called (overlearning);
this means that the neural network used as part of its
adjustment calculated values not representative of the
system, this being that the important part of research
on artificial neural networks. The search for a neural
network that avoids the presence of overlearning, this
feature will cause that emit different types of neural
networks artificial; these new types of neural networks
combine other artificial intelligence techniques, such as
fuzzy logic, evolutionary algorithms, and optimization
techniques (stochastic methods) for improvement of
the response of the neural network [10–14].

Who can use a neural network for the recognition
of patterns and images, or as a controller, in this work
is used an artificial neural network is combined with
a technique of evolution, resulting in an evolutionary
artificial neural network, known as neuroevolutionary
control [15].

This study compares the functions of excitation ap-
plied to neuroevolutionary controllers and conventional
controls such as PID and GMC and shows that systems
based on artificial intelligence and neural networks evo-
lutionary systems provide a better fit compared with
traditional control systems the PID and not conven-
tional GMC systems. This study raises a new aspect
of applying intelligent systems in process control with
unpredictable dynamics [16–18].

2. Materials and Methods

The characteristics of an evolutionary neural network
controller are based on an artificial neural network,
which consists of a function of neuronal representation
that is based on the weights (values xi) of entry and
a function of excitation σ; the latter has the feature
to propagate the pesos toward maximum and mini-
mum [19–22].

Where w0 represents the value of the initial weight,
what can replace the role of excitation (σ) to minimize

the error, avoiding in this way the overlearning, Fig-
ure 1 shows the main structure of an artificial neural
network schematically. Equation (1)

y = σ

(
w0 +

n∑
i=1

wixi

)
(1)

Figure 1. Basic structure of Artificial Neural Networks
(ANNs)

As the neural network controller does not require
to linearize the model according to a mathematical law
of control given, this is mainly because the artificial
neural network first linearized the evolutionary model
in such a way that adequately represents the dynamics
of the process, in Figure 2 shows how the use of a
neural network controller [23].

Figure 2. As Neural Network Controller

The response of the control based on evolutionary
neural networks makes use of evolutionary algorithms,
an algorithm that establishes the foundation of the
evolution of the neural network and modifies the basic
neural network.

When using the three methods of evolution in a
neural network must be clear that the neural network
works dynamically; for this case are only used. The
first two techniques of evolution, this mainly due to
the use of a neural network static; the neural network
does not modify your static weights neural and inter-
connections, but if you evolve, generating new neurons
information storage [24].

Implementing the techniques in an evolutionary
neural network is done by implementing an evolution
algorithm with a series of established steps. Figure 3
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shows each of the sequential stages to obtain a struc-
ture of an evolutionary artificial neural network; the
first stage of the structuring depends on getting synap-
tic weights, which can be obtained through a super-
vised or unsupervised process. for non-linear models
such as fermentation reactors, gets values through an
unsupervised algorithm, which is based on the varia-
bles of the mathematical model (T, P, yeast growth,
concentration, Etc.), that is, those that are obtained
from the solution. From the mathematical model, the
weights are used in the neural network training pro-
cess, which is combined with the evolution algorithm.
The cycle is repeated until the most suitable structure
is found (phenotype of the evolved neural network),
which implies that there is still the possibility of evo-
lution of the system; that is, if the control variables
present disturbances, there will be adjusting according
to the evolutionary process of the same structure of
the evolutionary artificial neural network, this is done
by the evolution method which is a thread where an
analysis of the values of the trained weights is carried
out, this is to generate a new generation of evolved
neurons that adjust to the dynamics of the system [25]

Set up a system of control through evolutionary
neural networks start arises as an architecture of a

primary neural network, which consists of a neuron of
entry, a neuron in the hidden layer, and one neuron
in the output layer; this architecture is set in such a
way due to the prior knowledge of the variable will be
only to check the temperature of reactor polymeriza-
tion [26].

Once established, the basic architecture is set as a
progenitor for each neuron: Equation (2).

PA = (▽ · σiwi + yt) − Ei (2)

Where σi is the function of excitation, wi are synap-
tic weights (input), yt is temporal series of synaptic
weights propagated, and ei is the error of training.

The expansions of weight and the excitation func-
tion are shown in the following equations, which show
who can expand the weights in three dimensions, this
is when the neural network can propagate information
in three dimensions very similar to what happens in
the human brain [14]. Equation (3) and (4)

The progenitor is as follows: Equation (5).

▽ · σiwi = ∂(σiwi)
∂x

+ ∂(σiwi)
∂y

+ ∂(σiwi)
∂z

(3)

Figure 3. Flow diagram of the main structure of the EANN

▽ · σiwi = σi

(
n∑

i=1

∂wi

∂x
+

n∑
i=1

∂wi

∂y
+

n∑
i=1

∂wi

∂y

)
+ wi

(
n∑

i=1

∂σi

∂x

n∑
i=1

∂σi

∂y
+

n∑
i=1

∂σi

∂y

)
(4)

PA =
[(

σi

(∑n
i=1

∂wi

∂x +
∑n

i=1
∂wi

∂y +
∑n

i=1
∂wi

∂y

)
+ wi

(∑n
i=1

∂σi

∂x

∑n
i=1

∂σi

∂y +
∑n

i=1
∂σi

∂y

))]
+

+ytPA =
[(

σi

(∑n
i=1

∂wi

∂x +
∑n

i=1
∂wi

∂y +
∑n

i=1
∂wi

∂y

)
+ wi

(∑n
i=1

∂σi

∂x +
∑n

i=1
∂σi

∂y +
∑n

i=1
∂σi

∂y

))
+ yt

]
− Ei

(5)
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Who used the system to study three different ex-
citation functions tangential function, equation (6),
logarithmic, equation (7), and radial basis, equation
(8).

σi = exp(−ϕ · wi) + ϕexp(ϕ · wi)
exp(−ϕ · wi) − exp(ϕ · wi)

(6)

σi = 1
1 + exp(−ϕ · wi)

(7)

σi =
n∑

i=1
wiϕ(∥w − wci∥) (8)

Where
∑n

i=1 wi represents the slope of the function
of excitation and wi weights of entry of the neural net-
work, generally, these weights of entry to the artificial
neural network can be obtained from a reference model
or through the experimental data from the system to
check.

The evolution of the neural network is performed us-
ing the equation of reproduction of progenitor; this evo-
lutionary through the states and technique to evolved,
equation (9).

PAn+i = PAS,i
+ ηi ▽ ×

(
PAT,i

− PAS,i

)
(9)

Where S and T represent each of the selected pro-
genitors and ηi represents a uniform random number
between zero and the unit [15].

The Levenberg performs the training of the neu-
ral network - Marquart (LM), an accelerated type of
training that can simultaneously function as a gradient
descent training as the Quasi-Newton (BFGS). The
training of LM implements the Newton, based expan-
sion second-order Taylor series method, thus obtaining
a Hessian matrix of the weights of the network; after
obtaining the Hessian matrix approximates a Jacobian
matrix that involves different steps of training [26]
Now who can express the LM method with the scaling
factor µk, equation (10).

Wk+1 = Wk −
[
JT (Wk) · J(Wk) + µk · I

]−1 ·
·JT (Wk) · e(wk) (10)

Where J (wk) is a Jacobian matrix, I is the identity
matrix, and e(wk) is the error weight synaptic.

The neural network model is applied to the evolu-
tionary model of a polymerization reactor using free
radicals of methyl-methacrylate (MMA) for obtaining
poly-methyl-methacrylate (PMMA). The mathemati-
cal model consists of mass balances, energy, and kinetic
equations, this model is a direct way to implement con-
trol with neural networks, and the same applies to the
rules necessary to obtain the control laws for drivers
of type GMC and PID [27] .

Mass Balance: equation (11) and (12).

dCm

dt
= − (Kp0 + kfm) Cmξ0 (11)

dCi

dt
= −kdCi (12)

Energy Balance: equation (13) and (14).

dT

dt
= (−∆Hr)Rp

Cp ρmix
− UA(T − TJ)

CpV ρmix
(13)

dTJ

dt
= (TJSP −TJ

)
τJ

+ UA(T − TJ)
CpJVJρJ

(14)

Kinetic Equations: ((15) to (25)).

kd = 1.58 × 1015exp

(
−1.2874 × 105

RT

)
(15)

kP 0 = 7.0 × 106exp

(
−2.6334 × 104

RT

)
(16)

kfm = 4.661 × 109exp

(
−7.4479 × 104

RT

)
(17)

kfs = 1.49 × 109exp

(
−6.6197 × 104

RT

)
(18)

kθp = 3.0233 × 1013exp

(
−1.1700 × 105

RT

)
(19)

kθt = 1.4540 × 1020ci,0 exp

(
−1.4584 × 105

RT

)
(20)

kp = kp0(
1 + kp0

Dkθp

) (21)

kt = kt0(
1 + kt0

Dkθt

) (22)

D = exp

[
2.303(1 − ϕp)

0.168 − 8.21 × 10−6(T − 387)2 + 0.03(T − ϕp)

]
(23)

ϕp = µ1MWm

ρp
(24)

kfm = Zfm exp

(
−Efm

RT

)
(25)

The implementation of a control system based on
artificial intelligence (AI), such as evolutionary artifi-
cial neural networks, unlike other conventional control
systems, only require training and knowledge of the
behaviour of the process variables to be controlled,
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in the case of a fermentation reactor, the following
must be considered: temperature, growth kinetics of
microorganisms, and concentration of the final fermen-
tation product, for this very reason it breaks with the
conventional tuning paradigms of a traditional system
of control, although it must be taken into consideration
that overlearning does not occur recurrently, which can
be minimized by the self-adjusting training algorithm
to the dynamics of the fermentative process itself.

The following equations give the control laws for
the two types of controllers, such as the conventional
PID and the other not-so-conventional GMC [18]. The
classic tuning methods or heuristics to determine the
PID control parameters were presented by Ziegler and
Nichols (1942); they have significantly impacted prac-
tice and are still used today, not so much in the appli-
cation but as a base and reference. Comparison, since
they do not give a good tuning, these methods are
based on the characterization of the process dynamics
using two parameters with which the parameters of
the PID controller are determined.

The frequency response method was implemented
to characterize the system dynamics in a closed loop
using only the proportional control action. Once this is
done, Kp must be increased, starting from zero, until
the system presents sustained oscillations at the out-
put. This takes the approach to the limit of its stability.
The parameters that characterize the system dynamics
are Ku and Tu, where Ku is the proportional gain that
makes the system oscillate sustainably, with oscillation
period Tu. Once determined these parameters are, the
PID parameters are obtained with Table 1 [19].

Table 1. ISE and States of Evolution

Neuronal Excitation
ISE 10−2

States of
Architecture Function Evolution

(1,1,1) (FT, FL, FBR)
Four Tangential

0.3191 1.0737 × 109
outputs slope 1.5

Four Logarithmic 0.2966 1.0737 × 109
outputs slope 1.5
Three Gaussian Radial

0.1887 27outputs Basis slope 0.5

PID control: equation (26).

dx

dt
= K

(
(xsp − x) + 1

Ti

∫ t

0
(xsp − x) dt + Td

d(xsp − x)
dt

)
(26)

Control GMC: equatiom (27).

dx

dt
= k1 (xsp − x) + k2

∫ t

0
(xsp − x) dt (27)

3. Results and discussion

The reason to train a neural network is to establish
the parameters of linearization of the mathematical
model, to the polymerization reactor shows that Figure
4 shows the linearization of the mathematical model by
training the evolutionary neural network, first training
generates the parameter sequentially to establish the
evolution of the same network.

(a) (b) (c)

Figure 4. Responses of Plant and EANN (a) Logarithmic function, (b) Gaussian Radial Basis, (c) Tangential function.

The graphics training, validation, and testing pro-
vide the main trends of how evolutionary neural net-
work (Figure 5), shows that the function of tangential
type (Figure 5a) training has a setting similar to the
function 0.79274 type logarithmic (Figure 5d). The

function of the Gaussian radial type training base set-
ting is at a value of 0.99957, indicating that the radial
basis function has lesstendency to over-learning (Fig-
ure 5g). The graphics of validation and testing has
similar behaviour for the three functions.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5. Training, Validation, and Testing of EANN

The results obtained by the evolutionary neural
network are shown in Table 1 , in the same observ-
ing the architecture of the artificial neural network
and the evolutionary status of evolution, which has
the same for different excitation functions. It should
mention that simulations were conducted in Matlab,
changing the number of outputs of the neural network
from a range of 2 outputs of each neuron up to 4 out-
puts, which are obtained from evolutionary states. The
states of evolution provide the total number of neurons
evolved for the control system.

One of the advantages of implementing a control
system with evolutionary artificial neural networks lies
mainly in obtaining simple neural structures, which
evolve according to the dynamics of the process itself,
that is, with a basic design (neuronal phenotype). It is
possible to have a capacity of adaptability to dynamics
and non-linearities without requiring constant training,

presenting a closed or open loop self-learning system,
as required by the process itself to be controlled. This
is not possible for a conventional control system such
as the PID that needs to be tuned in a closed loop,
which can take time and not adjust to the dynamics
of the process to be controlled.

We analyzed the three functions of excitation with
different slopes and their influence developments in
states; similarly, Integral Square Error (ISE) is calcu-
lated to determine which neural network is adjusted
to the dynamics of the process.

Similarly, who performed analysis for integral
square error (ISE) for two controllers used in the com-
parison (Table 2), the PID control and GMC, this
error provides the information necessary to establish
the setting of same to the dynamics process.
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Table 2. ISE PID control and GMC

Type of Control ISE
PID 0.3662

GMC 0.0198

The selected structure of the neural network
presents minor errors. Consequently, the smallest num-
ber of states of evolution is the evolutionary neural
network with a function of type Gaussian radial ba-
sis with a value of α=0.5, resulting in a total of 27
states of evolution. These states of evolution, to be
minimum, indicate that those who added neural net-
works do not present overlearning, that part of the
error spread toward the weights of forward and take
as part of training itself. The number of outputs the
neural network selected is 3 outputs; this number of
outputs can also be a good selection of a neural net-
work because it mainly to not be formed new neurons
that may cause the about learning.

Figure 6 shows the response of neural control with
the evolutionary function of Gaussian radial basis with
three neural network outputs; what will note that it
is adequately the set-point in a short period of time
without portraying a shot in response to a controller.

Figures 7 - 8 shows the response of the controller
for the other two excitation functions with different
slope and number of outputs (see Table 1), the reac-
tion of the control function tangential (Figure 7) with
four outputs is presented on a shot for the tempera-
ture of the jacket. However, the control is set values
set-point; in contrast, the driver’s response with the
logarithmic type function with a slope of 1.5 with the
same number of outputs; for this profile was noted
that the control response is adjusted to the set-point.
Without that present over tire, the control response is
very similar to the response given by the function of
base type radial with a slope of 0.5. The limitation of
the control function with the logarithmic type is that
it presents too many states of evolution, which cause
the evolutionary neural network shop to submit about
learning.

Figure 6. Profile Temperature of EANNs Control using a
radial basis function.

Figure 7. Profile Temperature of EANNs control using a
tangential function.

Figure 8. Profile Temperature of EANNs control using a
logarithmic function.

The response of the PID control is shown in Fig-
ure 9 ; it is worth mentioning that tuning of PID
control was performed using the technique of Zeigler-
Nichols [19] for each of the constants of the controller;
this response is observed on the drawbar that presents
this driver is large compared with the control with
neural networks, this is mainly attributable to the
technique of tuning which causes the over tire tends
to increase. The GMC also requires control of tun-
ing because this control depends on a constant of
the controller, which uses the technique used by Lee-
Sullivan [18] for tuning of the same; the response of
control GMC is shown in Figure 10, in comparison
with the PID control the GMC does not have control
over tire in its control response, which reaffirms that
the technique of tuning of the controller is sensitive to
the response of the same.
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Figure 9. Profile Temperature using a PID controller

Figure 10. Profile Temperature using a controller GMC

In addition to the minimization of the ISE in con-
trol, the disturbances that can occur in the system
are essential to measuring the response capacity of
the control system; for the process studied. In this
work, they were subjected to two disturbances and
measured the ability. Adjustment with the lowest dead
time (Td) and with a minimum frequency, the dis-
turbance applied was a negative step change for the
three control systems PID, GMC, and EANN. The
PID controller fails to return to the set-point (Figure
11), causing control instability, GMC the trajectory
of change in the set-point, variations in its sequence
(Figure 12), and evolutionary neural network system
change. The set point is followed sequentially without
presenting any variation (Figure 13). The introduction
of perturbations shows the robustness of the control
system, indicating that evolutionary neural networks
with radial Gaussian function are an option that offers
better results compared to PID and GMC control.

Figure 11. Controller PID with disturbance.

Figure 12. Controller GMC with disturbance.

Figure 13. Controller EANN with disturbance.

4. Conclusion

This work presented a new alternative control based on
evolutionary artificial neural networks through the use
of different excitation functions and the modification
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of the number of outputs of the neural network; using
these two variables noted the trend in the evolution
of the neural network. In the case study, the poly-
merization reactor for the obtaining of poly-methyl-
methacrylate (PMMA) is a system that features a
dynamic little predictable what conventional systems
of control such as the PID and other not so tradi-
tional as GMC can produce good results but with
the limitation of being restricted to the tuning of the
controller, which was not the case with the control
based on evolutionary neural networks, this type of
control is properly adjusted to very dynamics of the
process without having the need for a constant tuning,
in addition to the control that is based on evolutionary
neural networks also decreases the overshoot on the
controls that are of a conventional type such as PID
and GMC.

Concerning the different types of excitation func-
tions, it is noted that the more complex function, as it
is the type of radial basis, generates a better response
from the controller based on evolutionary neural net-
works. When compared with the control of function
logarithmic type, the difference lies in the minimiza-
tion of the states of evolution, for the radial basis
function of the number of outputs is minor, in addition
to presenting a minimum of states of evolution, which
indicates the probability of the network not to show
a tendency to overlearning and so not getting a good
response of the control.

Another option for training the evolutionary artifi-
cial neural network is Deep Learning, which can gener-
ally use under the supervised neural network training
scheme; it can be an alternative for this type of system,
if there are enough weights to carry out the projection
of the dynamics of the process, all under a supervised
training process, with simple neural structures or ar-
chitectures. Another alternative to deep learning is a
neural network evolution algorithm, which can be a
new field of study for controlling nonlinear processes.
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Abstract Resumen
The demand for diesel utilization in heavy-duty ve-
hicles continues to increase worldwide. However, the
potential use of alternative fuels such as biodiesel has
disadvantages, such as lower calorific value and higher
viscosity. For this reason, it is necessary to improve
its properties to optimize combustion in the engine
and reduce emissions. This research explores the var-
ious blends that can improve biodiesel utilisation
through strategies and advancements that optimize
diesel engine performance. Among the various strate-
gies to improve biodiesel, we find the mixtures of
different bio-oils (vegetable oils, pyrolysis oils, and
used cooking oils), blends of biodiesel with alcohol
and hydrogen, the use of biodiesel as a pilot fuel,
emulsions of biodiesel with water, and the applica-
tion of antioxidants, nanotubes, and nanoparticles
to biodiesel. It is concluded that currently, biodiesel
can be used through the dual combustion technique,
where it acts as a pilot fuel representing 10% or 20%
of the total fuel in the engine. This strategy allows
for the promotion of other fuels (liquids and gases)
in dual combustion to find the optimal blend that is
the best option for the diesel engine.

La demanda de diésel en vehículos pesados se in-
crementa cada año en el mundo. El posible uso de
combustibles alternativos como el biodiésel tiene al-
gunas desventajas como el menor valor calorífico y su
mayor viscosidad, por esta razón se requiere mejorar
sus propiedades, optimizando el comportamiento de
la combustión en el motor y en la reducción de las
emisiones. El objetivo del trabajo de investigación es
explorar las diferentes mezclas que puedan ayudar a
mejorar el uso del biodiésel a través de las estrategias
y avances que se han generado con el propósito de
beneficiar el desempeño del motor diésel. Entre las
distintas estrategias de mejoramiento del biodiésel
están las mezclas de distintos bioaceites (aceites veg-
etales, de pirólisis y usado de cocina), mezclas del
biodiésel con alcohol, con hidrógeno, el biodiésel como
combustible piloto, las emulsiones del biodiésel con
agua y la aplicación del biodiésel con antioxidantes,
nanotubos y nanopartículas. Se concluye que para
poder usar actualmente el biodiésel se lo haría con la
combustión dual, en donde este representaría el com-
bustible piloto (10 % o 20 % del combustible total del
motor). Con esta estrategia se puede impulsar a otros
combustibles (líquidos y gaseosos) en la combustión
dual, para que con el paso del tiempo se encuentre la
mezcla óptima que sea la mejor opción para el motor
diésel.

Keywords: Biodiesel, engines, mixtures, oils, dual
combustion, emulsions
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combustión dual, emulsiones
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1. Introduction

From 2010 to 2040, the demand for the most used fuel
in heavy-duty vehicles, diesel, is expected to increase
by 85%, while the gasoline demand will decrease by
approximately 10% [1]. As a result, the growing de-
mand for energy in transportation focuses on diesel
engines [2]. Unfortunately, the transportation sector
worldwide is one of the main contributors to environ-
mental pollution, generating 26% of greenhouse gas
emissions [3]. Biofuels are considered carbon-neutral
fuels, as plant crops easily absorb the CO2 they pro-
duce through photosynthesis. Among the biofuels is
biodiesel, which has a lower energy content than diesel.
This is due to biodiesel’s higher density, viscosity, spe-
cific fuel consumption, and NOx emissions. These are
some limitations that affect biodiesel.

However, the properties of biodiesel can be im-
proved by applying metal-based additives, oxygenated
additives, antioxidants, cetane improvers, lubricants,
and cold flow property optimizers. The addition of al-

cohol [4] and the blend of diesel-alcohol with biodiesel
result in the formation of diesterol. In the quest to
improve the properties of biodiesel, many researchers
have employed various methods, such as transesteri-
fication (Figure 1), oil heating, alcohol blending, and
mixing with diesel or other alternative fuels [5]. Fur-
thermore, renewable diesel has been obtained, which,
unlike biodiesel, can be derived from lipids (oil or
fat) as a raw material through a hydrodeoxygenation
reaction with a catalyst at high temperatures and pres-
sure [6]. This research aims to explore different blends
that enhance the use of biodiesel through strategies and
advancements that optimize diesel engine performance.
The most critical factor for biodiesel production is the
raw material used.

2. Blends with different oils

Several authors recommend blends of different oils
(Tabla ).

Figure 1. Transesterification process: (a) catalyst, (b) reactor with oil, (c) conditioning, (d) purification, (e) salts, and
(f) biodiesel

Table 1. Evaluation of diesel engine performance using different bio-oils compared to conventional diesel

Type of Performance Comments Ref.bio-oil
Soy methyl ester (SME) Increase BSFC Both have a lower calorific value but

and yellow grease and YGME (12.2%) exhibit good oxygenation, resulting [7]
methyl ester (YGME) and GME (12.9%). in more efficient combustion.

There was a decrease in cylinder
Pithecellobium BSFC increased. pressure, heat release rate, and [8]

seed oil exhaust temperature.
BTE improved Reductions caused by low oil

Orange peel oil at full load. viscosity improve the complete [9]
combustion process.

PODE oil BTE improved due to the Due to the high oil-to-diesel [10]type of oil used. blending ratio.
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Type of Performance Comments Ref.bio-oil
The use of oil with EGR caused a

[11]Palm oil The output power decreased, decrease in the release rate and generated
and BSFC increased. fewer chemical reactions

between the fuel and oxygen.

JOME BTE increased, and BSFC With the increase of EGR, the overall [12]decreased. performance of the engine improved.
BSFC increased, and BTE The engine efficiency decreased

Mahua Oil decreased. as the blending ratio of biodiesel [13]
increased.

Vallinayagam et al. [14] determined that a blend
of 50% Kapok Methyl Ester (KME) and 50% pine oil
was optimal in terms of performance and emissions.
They observed a reduction in HC, smoke, and CO.
However, the BTE of the blend was lower than diesel
at low loads, although it was very similar to diesel at
high loads. Singh et al. [15] determined that a blend
of 70% Aamla oil and 30% eucalyptus oil reduces CO,
HC, and smoke emissions, while NOx is equivalent to
diesel.

Kasiraman et al. [16] recommend a blend of 70%

cashew shell oil and 30% camphor oil, which yields
promising results, although it is still inferior to diesel.
Dubey and Gupta [17] recommend a blend of 50% jat-
ropha oil and 50% turpentine oil. This blend yielded
the best results, significantly reducing NOx, CO, HC,
and smoke compared to diesel, especially under full-
load conditions. Sharma and Murugan [18] recommend
a blend of 20% tire pyrolysis oil and 80% jatropha oil.
Table 2 shows the physicochemical properties of the
biodiesel.

Table 2. Technical properties of various biodiesel types

Type of Density Viscosity Flashpoint Cetane Calorific
biodiesel (kg/m3) at 40 °C, cSt (°C) number value Ref.

(MJ/k )
Pine oil 875,1 1,3 52 11 42,8 [14]

Pyrolysis oil – 3,35 58 28 38,1 [18]
Orange oil 816 3,52 74 47 34,6 [9]
Mahua oil 960 24,58 232 – 36,1 [13]

Soybean oil 885 4,11 – 47,1 38,4 [19]
Used cooking oil 871 5,28 – 51 37,5 [20]

Rapeseed oil 886 6,18 – 59,3 40,8 [21]
Pongamia oil 870 6,79 – > 48 38,8 [22]

Ceiba pentandra oil 880 1,9-6,0 – 47 – [23]
Jatropha oil 874,3 4,34 130 52,7 42,67 [24]
Sunflower oil 880 4,3 148 54 40,76 [25]
Rice bran oil 880 – – 56,3 39,54 [26]

Palm oil 870 –
–

56,5 38,84 [26]

3. Biodiesel-alcohol blend

Biodiesel’s high viscosity, low volatility, and poor cold
flow properties negatively affect combustion quality
[19]. However, these characteristics can be improved
by adding alcohol [27]. Fuel blends known as dies-
terol (composed of diesel, biodiesel, and ethanol) have
demonstrated greater efficiency, improved performance,
and lower emissions. This is because ethanol, with
its high calorific value and low density compared to
biodiesel, compensates for its deficiencies [28].

Additionally, ethanol has low viscosity and optimal

cold flow properties, so when mixed with biodiesel, it
helps reduce viscosity, increase volatility, and improve
cold flow properties at low temperatures [29]. Table 3
presents the blend of ethanol and biodiesel and their
emissions. The high oxygen content of ethanol can fur-
ther reduce PM emissions in the mix with biodiesel [20].
The high cetane number of biodiesel compensates for
the low cetane number of ethanol, thereby improving
engine combustion [21].

The presence of biodiesel in the ethanol-diesel blend
increases the cetane content and enhances the autoigni-
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tion quality of the mixture [30]. Adding ethanol to the
biodiesel-diesel blend improves overall physical prop-
erties such as evaporation and droplet size of the fuel

mixture [22]. Tables 4 and 5 depict biodiesel blends
with alcohols and their impact on engine performance.

Table 3. Emissions generation in the blend of biodiesel and ethanol

Emission Comments Ref.reduction

NOx
Emissions can be reduced with the [31]biodiesel-ethanol blend.

CO, NOx The reduction was due to the blend [32]
and smoke compared to pure biodiesel.

PM and NOx

The blend exhibits a higher maximum
[20]heat release rate and maximum

cylinder pressure than pure biodiesel.
HC, CO Diesterol reduces BSFC, and ethanol
and soot acts as an oxidant for soot. [33]

Diesterol exhibits a high heat of

NOx
vaporization and reduces NOx [34]emissions.

Table 4. Emission generation in the blend of biodiesel with alcohols

Emission Type of
The reason Ref.reduction alcohol

BTE was increased by
PM Butanol adding 20 % butanol to the [35]

biodiesel.
CO and HC Butanol Pentanol blended with

and Pentanol biodiesel showed better [23]
engine performance.

Applying higher injection pressure
NOx and soot n-Butanol to the blend of butanol and [36]

biodiesel is a viable technique.
The maximum heat release rate

NOx DME decreases when blending [37]
biodiesel with DME.

Blending pentanol with biodiesel
PM n-Petanol significantly reduces particle [38]

emissions.

NOx, HC and CO 1-Petanol The blend reduces emissions with [39]a slight loss of BTE.

CO and HC 1-Octanol
Adding n-octanol improves BTE

[40]but increases NOx.
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Table 5. Impact of bio-oil and alcohol blends on engine performance and emissions

Composition Emission Engine
Ref.of the blend reduction performance

70% diesel, 20% The maximum cylinder
Jatropha oil, and 10% HC, CO, NOx pressure and the

ethanol, with an and smoke maximum rate of heat [24]
addition of 25 ppm of release were reached
Al2O3 nanoparticles closer to TDC.

40% diesel, 40%

NOx

The blend exhibited the highest

[41]biodiesel, 10% BSFC and lower NOx,
vegetable oil, and 10% emissions, but it led to an

propanol. increase in levels of CO and HC.
A blend of diesel,

Various

By adding n-heptanol,

[42]residual sunflower both BTE and
biodiesel, n-pentanol BSFC values

and n-hexanol improved.
There was an improvement in

A blend of 5% DEE and the BSFC. However, it is essential
remaining portion of soybean CO to note that adding more than [43]

oil biodiesel and diesel. 40% of DEE could lead to
engine detonation.

With the blend, a higher thermal
20% ethanol and 80% efficiency was achieved. However,
sunflower oil biodiesel CO and NOx when used at low speed, there [25]

de girasol is an increase in NOx
emissions.

Another option for biodiesel blending is using
longer-chain higher alcohols, such as butanol and pen-
tanol. These alcohols can be blended with biodiesel
at proportions of up to 20% and with diesel in diesel
engines without any alterations [44]. Babu et al. [44],
determined that up to 29% of butanol blended with
biodiesel can be added without causing any modifica-
tions to the engine, thereby improving the properties of
biodiesel and optimizing the combustion of the blends.

4. Biogas and biodiesel blend

Biogas can be used in dual combustion as the pri-
mary fuel, with biodiesel serving as the pilot fuel. Sa-
hoo [45] investigated the performance of dual combus-
tion using biogas, obtaining a BTE of 16.8% and 16.1%
for diesel and Jatropha biodiesel, respectively, com-
pared to 20.9% for conventional diesel. Luijten and
Kerkhof [46] analyzed synthetic biogas with a CO2
variation from 30% to 60%, using a single-cylinder
naturally aspirated diesel engine fueled with Jatropha
biodiesel as the pilot fuel. They reported a slight varia-
tion in the engine’s BTE when increasing the biogas en-
ergy proportion at high loads, while a significant BTE

decrease was observed at low loads. Table 6 displays
the engine performance with the blend of biodiesel,
alcohol, and biogas.

5. Application of bio-oil with water

Using water-emulsified fuel in biodiesel (Figure 2)
could reduce NOx and PM emissions [47]. Additionally,
a decrease in smoke has been observed, but there is
an increase in fuel consumption, CO, and HC emis-
sions [48]. Fuel emulsion also reduces wear and friction,
and this decrease could be related to the presence of wa-
ter, which results in lower temperatures and, therefore,
less combustion wear [49]. Water emulsion increases
BTE (brake thermal efficiency) by improving fuel at-
omization and evaporation, creating a microexplosion
that forms a fine aerosol and enhances fuel vapor-
ization. The continuous braking of water droplets in
the emulsification process increases the evaporation
surface area and ensures precise mixing, resulting in
improved reaction and combustion efficiency [50]. Ta-
ble 7 presents the results obtained in the application
of biodiesel emulsions.
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Table 6. Dual fuel blending with bio-oil and alcohol with biogas

Type of blend Emission Engine performance Ref.reduction
Soybean biodiesel Biogas combustion

[51]
as the pilot fuel, Soot with biodiesel shows

and biogas good performance and
a reduction in soot.

Methyl ester of Rice bran oil biodiesel
rice bran oil with improved performance

[26]biogas CO and HC with biogas at a higher
compression ratio.

Biodiesel was

[43]

used as a pilot The blend improved
fuel with a 6% CO, HC the engine performance

DEE supplement, and smoke and reduced BSFC, but
while biogas was an increase in NOx was
the primary fuel. observed.

Figure 2. Emulsification phenomenon: (a) 30% water, (b) 70% fuel, (c) emulsion, (d) dispersed phase, (e) continuous
phase.

Table 7. Application of bio-oils in emulsions

Emission Increasing Engine performance characteristics Ref.reduction emission

CO and smoke CO2
The BSFC and BSEC increased with the [52]emulsion, while the BTE remained unchanged.

NOx and smoke CO, CO2 and HC The use of diestrol-water microemulsions resulted [53]in an increase in BSFC and a reduction in BTE.

NOx and soot CO A biodiesel nanoemulsion was used, [54]resulting in increased fuel consumption.

NOx HC, CO and smoke
The injection of 3 kg/h of water reduces NOx

[55]emissions by 50% without any deterioration
in engine performance.

Smoke -
The BTE increased to 7.4% with the bio-oil [56]emulsion from wood waste pyrolysis.

HC and smoke -
The BTE increased to 7.3% with

[57]the emulsion of wood pyrolysis
oil and Jatropha methyl ester.
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6. Biodiesel blend with natural gas

Natural gas can be used in dual-fuel combustion as the
primary fuel, while biodiesel is used as the pilot fuel.
Paul et al. [58] utilized pongamia pinnata methyl ester
(PPME) as the pilot fuel in a dual-fuel CI engine by
adding natural gas. Biodiesel showed an improvement
in BTE and a reduction in BSFC. The combustion
was more complete, reducing CO and HC emissions,
although there was an increase in NOx emissions.

Tarabet et al. [59] determined that enriching natu-
ral gas with H2 in a dual-fuel mode, using eucalyptus
biodiesel as the pilot fuel improves engine performance
and reduces emissions. On the other hand, the study
conducted by Ryu [60] using vegetable oil (used cook-
ing oil) as the pilot fuel in a DI Common Rail engine
with natural gas, resulted in a power loss attributed
to biodiesel due to its higher kinematic viscosity com-
pared to diesel. Senthilraja et al. [61] conducted a

study on combining seed methyl ester blends with
diesel-ethanol enriched with CNG. They reported an
increase in BSFC when increasing the concentration
of the biodiesel-ethanol combination.

On the other hand, in the experimental studies
conducted by Kalsi et al. [62], an RCCI engine was fu-
eled with biodiesel using compressed natural gas mixed
with hydrogen, resulting in significant improvements
in BTE and reduction of smoke, HC, and CO.

7. Biodiesel and hydrogen blend

Since hydrogen is a carbon-free energy carrier, all
carbon-based emissions such as HC, CO, H2O, PM,
and smoke decrease significantly in dual-fuel diesel
engines under all loads [63]. The engine performance,
as well as the engine behavior and its emissions with
the blend of biodiesel and hydrogen, are presented in
Tables 8 and 9, respectively.

Table 8. Engine performance with biodiesel and hydrogen blend

Type of blend Engine performance Ref.
Blending biodiesel The blend reduces engine vibration

with H2 gas. and exhaust emissions, but biodiesel [64]
tends to generate noise.

Dual fuel with With the blend, engine power was [65]
hydrogen and reduced from 190 g/Kwh to 104 g/Kwh, when

biodiesel. switching from diesel to biodiesel.
A blend of diesel

with Jatropha oil as With a 7% H2 in the diesel/biodiesel
biodiesel and 7% blend, an increase in BTE was [66]
H2 as pilot fuel. observed under full load conditions.

A blend of H2 with
jojoba oil methyl The thermal efficiency improved
ester biodiesel as significantly, and the SFC was reduced. [67]

pilot fuel.
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Table 9. Engine performance and emissions with biodiesel and hydrogen blend

Emission Increasing Engine performance Ref.reduction emission

NOx

With a blend of palm oil biodiesel

[68]CO and HC and 20% hydroxyl gas, fuel
consumption is reduced compared

to conventional biodiesel.

NOx

With the blend of diesel and Jatropha

[66]CO, HC oil as biodiesel, an increase in BTE
and smoke was observed when adding 10% hydrogen

H2 to the blend.
Stable engine performance was achieved with

NOx - a blend of 20% biodiesel and 80% diesel, [69]
along with an additional 10% hydrogen H2.

With the blend of waste cooking oil
CO, HC (WCO) emulsified with H2 as the primary

and smoke - fuel, superior thermal efficiency is [70]
achieved even at high power levels.

CH4 - Emissions were reduced by [71]
blending 20% H2 with biodiesel.

8. Biodiesel and antioxidants blend

Several studies have indicated that the addition of
antioxidants reduces emissions. Among the phenolic
antioxidants, TBHQ, BHA, and BHT are commonly
used to control fuel degradation and improve biodiesel
storage. These antioxidants help reduce NOx emissions
but may increase smoke, CO, and HC emissions [72].

Rashedul et al. [73] analyzed the effect of the antiox-
idant BHT in combination with Callophyllum biodiesel
and found that BHT improves fuel stability, reduc-
ing NOx emissions. Additionally, it increased braking
power, achieved higher thermal efficiency (BTE), and
reduced specific fuel consumption (BSFC). On the
other hand, Ryu [74] conducted a comparative study
of antioxidants using soybean oil biodiesel. It concluded
that the effectiveness of antioxidants follows the order
TBHQ > PrG > BHA > BHT > alpha-tocopherol. The
study also revealed that using these antioxidants leads
to a decrease in specific fuel consumption. However,
commercial antioxidant additives are often expensive
and produced from non-renewable materials, which
has motivated the search for new low-cost alternative
additives obtained from biomass or waste sources [75].

9. Nanoparticles in biodiesel

Adding nanoparticles to biodiesel improves its ther-
mophysical properties, such as conductivity, mass dif-

fusivity, surface-to-volume ratio, and physicochemical
properties like kinematic viscosity, flash point, and
pour point, among others [76].

Table 10 presents the engine performance with
the mixture of nanoparticles and biodiesel. Carbon
nanotubes (CNTs) have the potential to be used as
additives in dual combustion to enhance the fuel and
achieve improved results in terms of BSFC, BTE, and
NOx emissions. However, the issue of the lack of stabil-
ity in the CNT mixture can be addressed by applying
a fuel stabilizer or surfactant [77]. Table 11 shows the
engine behavior with the blend of biodiesel and CNTs.

Mirzajanzadeh et al. [78] provide a detailed expla-
nation of the use of nanoparticles. They synthesized
a soluble hybrid nanocatalyst to improve engine per-
formance. They added a compound of cerium oxide
and multi-walled carbon nanotubes functionalized with
amide groups to the blend of diesel and biodiesel. The
results showed a reduction in CO, HC, NOx, and soot
emissions. Additionally, an improvement in engine per-
formance and a decrease in fuel consumption were
observed. However, caution must be exercised in us-
ing cerium oxide nanoparticles due to health risks
such as cytotoxicity induction, oxidative stress, and
lung inflammation [79]. Therefore, their use should be
controlled. Replacing metal-based nanoparticles with
non-metallic nanoparticles may be necessary as they
are less toxic [80].
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Table 10. Analysis of nanoparticles applied in biodiesel

Emission Type of Engine performance Ref.reduction nanoparticles

CO and HC TiO2

In the blend of biodiesel (20%) and the remaining

[81]
diesel with TiO2, a decrease in BSFC and an

improvement in BTE were observed. However, an
increase in CO2 and NOx emissions was

also observed.
CO, CO2 Titanium Adding titanium nanoparticles to the biodiesel blend
and NOx nanoparticles reduces the BSFC, improves combustion and [82]

increases the BTE.
Nanometallic The blend of mahua oil biodiesel with nanoparticles [83]

CO and HC oxides in a CRDI engine reduces emissions.
The blend of 70% diesel, 10% castor oil biodiesel,

[84]
NOx, HC Cerium oxides and 20% ethanol, along with an addition of 25 ppm
and smoke of cerium oxide, reduced the heat release rate and,

consequently, the emissions.

CO and HC
Alumina The blend of biodiesel with ethanol and alumina

[85]nanoparticles increased exhaust gas temperature and BTE, but it
also caused an increase in NOx emissions.

MgO and SiO2 With the addition of nanoparticles to biodiesel, an
CO and NOx improvement in engine performance and a reduction [86]

in emissions were observed.
HC, CO Cobalt oxide The addition of CoO4 to Jatropha oil biodiesel

[87]and NOx Co3O4 improved combustion and reduced emissions by 75%
during an engine load operation.

Blending copper oxide (50 ppm) with 20% Mahua [88]
- Copper oxide oil biodiesel and the rest diesel reduced incomplete

combustion, improved BTE, and facilitated cold
starting.

Table 11. Engine performance and emissions with the blend of biodiesel and applied carbon nanotubes (CNTs)

Emission Engine performance Ref.reduction
CO, HC A CNT blend was applied with a Jatropha methyl
and NOx ester emulsion, resulting in an increase in BTE [89]

compared to pure biodiesel.
NOx The blend of biodiesel and CNTs increased [90]the BTE.

CO, HC The blend of biodiesel and CNT (5% and 20%, respectively) [76]and soot improved the BTE and reduced the BSFC.

NOx

The blend of biodiesel (neem oil methyl ester)

[91]with CNT increased the BTE, and due to the
higher cetane number, the ignition delay was

reduced, thereby improving combustion.
The combination of CNT, cerium oxide nanoparticles,

Soot and diesterol resulted in a highly efficient blend for [92]
combustion and a significant increase in engine performance.
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A new alternative consists of using organic nanopar-
ticles, such as coconut shells, which can be mixed with
biodiesel and applied in diesel engines [93]. Table 12

presents the technical characteristics of the biodiesel
ratio.

Table 12. Technical characteristics of biodiesel with nanoparticles

Biodiesel + nanoparticles

Properties Algae oil Mahua oil Soybean oil Neem oil Jatropha oil
+ TiO2-SiO250 + ANP50 + alumina + CNT100 + 100 CNT

Density 817 827.5 - 889 899.4(kg/m3)
Kinematic
viscosity at 3.03 3.37 3.37 4.28 5.76

a 40 °C (cSt)
Flashpoint 62.45 - - 181 125°C

Cetane 48 49.5 52 53 55number
Calorific

value 42,600 41,665 42,590 40,920 37,350
(kJ/kg)

Reference [81] [83] [85] [91] [89]

10. Conclusions

Due to the high production cost of biodiesel and some
unfavorable properties, such as its low calorific value,
high viscosity, and density compared to conventional
diesel, it is crucial to implement strategies to increase
its attractiveness. We have concluded that there are
two promising alternatives for its future application.
The first one is to find an appropriate blend that jus-
tifies the commercial use of biodiesel by optimizing its
properties and performance. The second option is to
use biodiesel as a component in fuel blends, using a
proportion of 10% to 20% relative to the total fuel in
the engine. This would allow for the application and
promotion of other types of biofuels, such as gaseous
fuels in dual-fuel diesel engines, opening new possibili-
ties and contributing to greater sustainability in the
transportation sector.
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Abstract Resumen
This paper presents a methodology to set the dis-
tance protection (ANSI-21) in power systems that in-
tegrate nonconventional renewable energies (NCRE).
The modified IEEE 9-bar New England system is
used as a case study, with a wind farm comprising
33 2.5 MW wind turbines and control systems vali-
dated according to international standards, such as
the IEC60909-2016. A fault resistance value calcu-
lated using the Warrington method is considered. The
proposed settings are simulated using the Digsilent
Power Factory® software and a Siemens 7SA522 relay
with quadrilateral characteristics. The methodology
uses voltage and current data from the instrumen-
tation transformers to calculate the line impedance
up to the fault point. The proposed adaptive method
demonstrates positive performance under different
shortcircuit scenarios, where the fault location, fault
resistance, and power fluctuations of generating park
are varied. This indicates that the relay effectively
operates in the appropriate protection zone.

Este artículo propone una metodología para ajustar
la protección de distancia (ANSI-21) en sistemas de
potencia que integran energías renovables no conven-
cionales (ERNC). Se utiliza el sistema New England
de 9 barras IEEE modificado como caso de estudio,
con un parque eólico compuesto por 33 aerogener-
adores de 2.5 MW y sistemas de control validados
según estándares internacionales, como el IEC60909-
2016. Se considera un valor de resistencia de falla
calculado mediante el método de Warrintong. Los
ajustes propuestos se simulan utilizando el software
Digsilent Power Factory® y un relé Siemens 7SA522
con características cuadrilaterales. La metodología
se basa en el uso de datos de voltaje y corriente
de los transformadores de instrumentación para cal-
cular la impedancia de la línea hasta el punto de
falla. El método adaptativo propuesto demuestra un
rendimiento positivo en distintos escenarios de corto-
circuito, donde varían el lugar de la falla, la resistencia
de la misma y las fluctuaciones de potencia del par-
que generador. Esto demuestra que el relé actúa en
la zona de protección adecuada de manera efectiva.

Keywords: Distance protection, adaptive relay, adap-
tive quadrilateral characteristic, wind farm, fault re-
sistance, inverter-based sources.

Palabras clave: Protección de distancia, caracterís-
tica cuadrilateral adaptativa, parque eólico, relé adap-
tativo, resistencia de falla, fuentes basadas en inver-
sores
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1. Introduction

The integration of nonconventional renewable energies
(NCRE) may compromise the reach of the protection
zones of distance relays [1], mainly due to the stochastic
nature of their resources [2]. Therefore, it is necessary
to consider the modification, analysis and redesign of
the protections so that they can adapt to the fault
current variation produced by renewable energies [3].

The distance relay calculates the apparent
impedance to the fault point through measurements
of voltage and current, and compares this value with
the impedance setting to determine the actuation zone.
The difference between the conventional plants and
the sources based on inverters lays on the current con-
tribution in a fault scenario. In general, a conventional
plant contributes with a current 5 to 6 times the nomi-
nal current, in contrast with renewables sources whose
fault current is between 1.1 to 2 times the nominal
current [3]; therefore, the sequence components are
different between these two types of sources. Due to
this difference, various authors have proposed possi-
ble solutions to avoid the problems of underreach and
overreach of the distance protection.

Another point that should be considered when cal-
culating a shortcircuit scenario is the fault resistance,
which may cause underreach problems in distance re-
lays. To improve the performance of the protection in
this situation, it is proposed the use of new algorithms
that incorporate the fault resistance in synchronous
generation sources to estimate the line impedance [4].
In addition, the Mho characteristic is used in [5] to set
the protection zone and address the problems associ-
ated to the relay operation in photovoltaic plants.

On the other hand, a setting methodology using the
quadrilateral characteristic is proposed in [6], which
results in a change of the relay actuation limit during
the variation of the measured impedance, due to the
insertion of the fault resistance.

The contributions of this paper include:
• Detailed modeling of the NCRE to verify the

fault current contributions seen by the protec-
tion relay

• Development of a setting method based on the
calculation of shortcircuit phase currents at 80 %

and 20 % of the length of the main and adjacent
lines. This mathematical expression enables the
independent variation of the resistance and reac-
tance in the R-X plane, which addresses the relay
underreach problem by considering the fault re-
sistance.

• The performance of the proposed methodology
has been verified using data from simulations of
different types of faults and variable generation
of the wind farm.

The rest of this document is organized as follows.
Section 2 presents the basic concepts of distance pro-
tection with quadrilateral characteristic for the inte-
gration of NCRE, and provides a brief description of
the electric scheme to be studied and the effects of
the fault resistance in a shortcircuit event. Section 3
details the proposed methodology, and the results that
evaluate its performance in different situations are pre-
sented in section 3.2. The discussion of the proposed
methodology is supported in section 3.3 and, finally,
the conclusions of the paper are explained in section
4.

2. Materials and methods

2.1. Electric protections of a power system for
the integration of NCRE

The faults in a power system may produce damage to
its elements, and thus it is essential to minimize their
effect by means of a protection system that makes it
more reliable and secure [7]. Since the transmission
line is the most vulnerable element of the system, it
has a primary protection (distance relay). The oper-
ation principles and features of such protection are
presented in this section [8].

2.2. Description of the system

The IEEE 9-bus New England system [9] of 230 kV at
60 Hz, shown in Figure 1, is considered as a case study.
The system is divided into two sectors: sector 1 is con-
stituted by the gray buses, while sector 2 comprises
the black elements.
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Figure 1. Case study: 9-bus IEEE system [9]

2.3. Equivalent circuit of the modified system

Sector 1 will be replaced by an equivalent circuit cal-
culated using the REI (radial, equivalent and indepen-
dent) method [10]. This method splits the system in
active and passive sectors with the purpose of group-
ing the passive sectors to a common or equivalent bus,

which contains the values of three-phase and single-
phase shortcircuit current and power at the common
bus, as well as the constant of inertia of the system
generators.

The characteristic parameters of the equivalent cir-
cuit connected to the system shown in Figure 2, are
detailed in Table 1

Figure 2. Equivalent circuit of the modified New England 9-bus system [9]

Table 1. Parameters of the equivalent circuit

External Grid
Type of bus Oscillation

Operating point
Voltage magnitude (Vi) 1.025[p.u]

Bus angle (δi) 147.783°
RMS data

Constant of inertia (Hi) 5.892 [s]

To change the structure of the system, it is con-
sidered the insertion of a new bus (0) to integrate the
wind farm constituted by 11 circuits, each with three
2.5 MW wind generators connected in parallel; this
results in a total installed capacity of 82.5 MW for the
farm.

The wind generators used belong to the Digsilent
Power Factory® library; the wind generator is cou-

pled to the network through a voltage source converter
(VSC) with a full-converter technology [11]. The input
data of these controllers is detailed in Table 2.

For the subsequent analysis, the length of lines 1
and 2 is 100 km, and their electric parameters are
shown in Table 3.

Table 2. Parameters of the full-converter wind generator

Current controller for EMT simulation
Proportional

5gain d axis (kd)
Integration

0.01 [s]time constant d axis (Td)
Proportional

5gain q axis (kq)
Integration time constant q axis

0.01 [s]time constant q axis (Tq)



Velasco, et al. / Methodological Proposal for Distance Protection in Transmission Lines for Integration of

Non-conventional Renewable Energies 109

Table 3. Electric parameters of the lines

Parameters Line 1 Line 2
Impedances [Ω/km]

Positive sequence
0.2063 + j 0.8993 0.0899 + j 0.4887r1l + jx1l = r2l + jx2l

Zero sequence
0.4126 + j 1.7980 0,1799 + j 0.9734rol + jx0l

Capacitances [µF/km]
Positive sequence

6.7675 2.9869C1l = C2l

Zero sequence
3.3838 1.4935C0l

The transformer has a nominal power of 150 MVA,
230/13.8 kV, YnD5 connection, the low voltage side
leads the high voltage side by 150° and the shortcircuit
reactance is 8.79 %.

2.4. Quadrilateral characteristic of the distance
relay

The quadrilateral characteristic is more versatile within
the distance protection, since it does not exhibit a re-
duction in its effective protection zone when there is
fault resistance; the relay will operate correctly if the
measured impedance is within the quadrilateral [12].

2.4.1. Basic principle

The advantage of this type of relay is that the op-
eration zone only depends on the impedance of the
element to be protected, which practically remains
constant, i.e., it does not depend on the voltage and
current magnitudes [13] The quadrilateral characteris-
tic is one of the most used methods. The horizontal
axes of this protection depend only on the reactance
“X”, while the vertical axes may be modified varying
the resistance “R”. This is represented in the R-X plane
(Figure 3), which results in a larger protection reach
when inserting the fault resistance [14].

Figure 3. R-X diagram. Quadrilateral characteristic [14]

The quadrilateral characteristic operates if the
impedance measured by the relay is within the posi-

tive and negative reactance of the right and left sides
described in the previous figure.

Where:

• ZL = Line impedance

• ZR = Distance reach element

• RF = Setting of the resistive reach

2.4.2. Relay protection zones

The protection of a transmission line cannot be im-
plemented through a single zone because the instru-
mentation transformers must be very precise; backup
protections are required [1]

The percentage assigned to every zone to be pro-
tected is analyzed according to the characteristic of
the relay. In the case of the quadrilateral characteristic,
the assignments operate as follows:

• Zone 1 is configured to protect between 80 %
and 90 % of the line where the fault occurs. The
response time of the relay is immediate, t1 = 0
seconds, because the distance protection should
be activated before any other protection.

• On the other hand, zone 2 covers the entire line
where the fault occurred plus 20 % of the ad-
jacent line. The response time of the relay is
t2 = 0.4 seconds.

• Zone 3 has a coordination time interval of
t3 = 0.8 seconds, and is able to protect the en-
tire line where the fault occurred plus the entire
adjacent line [15].

2.4.3. Effects of the fault resistance

The impedance of a transmission line is uniformly dis-
tributed along its length. This characteristic enables
the distance relay to distinguish between internal and
external faults, which might vary according to the
fault resistance. This resistance may arise due to fail-
ures in the insulators or by the induction produced by
lightning strikes; when this occurs, an electric arc is
generated which should be taken into account when
setting the relay operation [16].

Figure 4. Diagram of a three-phase fault with fault resis-
tance [16]

According to the diagram shown in Figure 4, the
impedance seen by the relay considering the insertion
of the system fault resistance is given by equation (1)
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Zm = VF

IF
= ZF + RF +

(
Ia

Ib

)
· RF (1)

Where:

• Zm = Impedance measured at buses A and B

• ZF = Fault impedance

• RF = Fault resistance

• Ia = Current measured at bus A

• Ib = Current measured at bus B

It may be seen in Figure 3 that in the quadrilateral
characteristic the fault resistance is close to the relay
triggering limit, and this causes that the fault is per-
ceived farther than its real location, resulting in a more
limited protection reach and wrong response times; for
this reason it is necessary to modify the typical setting
of the relay and use an adaptive approach [13] [16].

2.4.4. Criteria for setting the distance relay

The relay impedance is estimated using the voltage
and current measured by the potential (PT) and cur-
rent transformers (CT), respectively. Such impedance
is expressed as Ωprimary. When using the conversion
due to the ratio between the PT and the CT, the
reading of the equipment is given as Ωsecondary. The
primary impedance may be converted into secondary
impedance using the equation(2) [17].

Vprimary

Iprimary
= Zprimary = Vsecondary·RT P

Isecondary·RT C

(2)

For the SIEMENS 7SA522 [17] commercial relay,
the protection settings are generally the ones indicated
in Table 4.

Table 4. Reactances seen by the 7SA522 relay [17]

Reach of Xsecondary − Z1 RT P /RT C · 80% · XL1

Reach of Xsecondary − Z2 RT P /RT C · 120% · XL1

Reach of Xsecondary − Z3 RT P /RT C (XL1 + XL2)

The quadrilateral characteristic presents an impor-
tant feature: the settings of the reactive and resistive
reaches are independent. This feature is useful when
there is a fault resistance in the system, because this is
a parameter that makes difficult the correct measure-
ment of the distance relay [15]. An arc is generated
when a fault resistance occurs, and this arc has an
electrical resistance that may be calculated using War-
rington formula given in equation (3) [18].

Rarc = 28707(S + 2.046 · v · t)
I1.4 (3)

Where:

• S = Distance of phase-to-phase insulation [m]

• I = Shortcircuit current [A]

• v = Wind speed [m/s]

• t = Duration time of the shortcircuit [s]

The addition of an arc resistance does not modify
the values of line impedance; therefore, the protection
continues measuring the direct reactance of the line.
However, the resistance seen by the relay does consider
this arc resistance [17] as indicated in Table 5.

Table 5. Resistances seen by the 7SA522 relay [17].

Reach of Rsecondary − Z1 RT C/RT P · RL1 + 0.5 · Rarc

Reach of Rsecondary − Z2 RT C/RT P · RL1 + 0.5 · Rarc

Reach of Rsecondary − Z3 RT C/RT P · RL1 + 0.5 · Rarc

3. Results and discussion

3.1. Application to the case study

This section presents a comparison between the pro-
tection systems of a synchronous generator and a wind
generator with similar operation characteristics. The
objective is to validate their correct performance in
the stated scenarios.

3.1.1. Shortcircuit calculation

For the analysis the shortcircuit calculation is carried
out using the superposition method, which evaluates
the fault current at a specific point of the network. Its
main objective is to verify if the failure of the protec-
tion system is due to a wrong behavior of the relay or
to its incorrect settings. To appropriately dimension
the protection equipment, it is necessary to know two
shortcircuit currents, the maximum one given by a
three-phase fault (at the beginning of the line), which
determines the triggering limits of the relays, and the
minimum one due to a phase-to-neutral fault (at the
end of the line), which is used to choose the triggering
curve of the relay [19].
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3.1.2. Fault current

Due to their topology, the electric systems powered
by synchronous generators produce three-phase, two-
phase and single-phase faults; this affects the normal
flow of current through the transmission lines. On the
other hand, due to their structure based on power elec-
tronics, the systems with NCRE sources (e.g. wind)
do not have ground connections; hence, they do not
have zero sequence.

In order to protect the control system of the wind
generator, the fault current is in the range between 1.1
to 1.5 times its nominal current; in contrast, the con-
tribution of the synchronous generator is 5 to 6 times
its nominal current. This is shown in Table 6, which
contains the current resulting from faults at different
points of the line, when the system is powered by a
synchronous generator and by a wind farm, thus con-
firming that the fault current is lower in a renewable
generation system [20]. The R1 relay is connected to
bus 9 that protects line 1, while relay R2 protects line
2 and is installed at bus 6 of the system.

Table 6. Comparison of the fault currents for a system
powered by a synchronous generator and by a wind gener-
ator [kA]

Fault Synchronous generator Wind generator

location [%] Line 1 Line 2 Line 1 Line 2
R1 R2 R1 R2

0 1.18 0.67 0.23 0.20
10 1.09 0.65 0.23 0.20
20 1.02 0.63 0.22 0.19
30 0.95 0.62 0.22 0.19
40 0.89 0.60 0.21 0.19
50 0.84 0.59 0.21 0.19
60 0.80 0.58 0.21 0.19
70 0.75 0.56 0.20 0.18
80 0.71 0.55 0.20 0.18
90 0.68 0.55 0.20 0.18
100 0.65 0.55 0.19 0.18

3.1.3. Fault impedances

The basic principle of the distance protection is to
measure the apparent impedance from the voltage to
current ratio (V/I). According to this ratio, in the
occurrence of a fault, if the fault current increases the
voltage drop will decrease to compensate this effect.
Therefore, the impedance is slightly affected by the
shortcircuit level, the type of fault or the source power-
ing the system, thus demonstrating that the impedance
will exhibit significant changes if the fault has a fault
resistance [21]. Based on the above, Table 7 and Table
8 show that the impedance for a three-phase or a two-
phase fault in a transmission line powered by a wind
or synchronous generator is the same, as long as the
fault resistance is zero.

Table 7. Three-phase fault impedance

Impedances [Ω]

Fault Synchronous generator Wind generator

location [%] Line 1 Line 2 Line 1 Line 2
R1 R2 R1 R2

0 0 0 0 0
10 9,229 4,950 9,229 4,950
20 18,476 9,901 18,476 9,901
30 27,756 14,857 27,756 14,857
40 37,087 19,820 37,087 19,820
50 46,487 24,791 46,487 24,791
60 55,973 29,773 55,973 29,773
70 65,564 34,768 65,564 34,768
80 75,278 39,779 75,278 39,779
90 85,137 44,806 85,137 44,806
100 95,159 49,854 95,159 49,854

Table 8. Two-phase fault impedance

Impedances [Ω]

Fault Synchronous generator Wind generator

location [%] Line 1 Line 2 Line 1 Line 2
R1 R2 R1 R2

0 0 0 0 0
10 9,229 4,950 9,229 4,950
20 18,476 9,901 18,476 9,901
30 27,756 14,857 27,756 14,857
40 37,087 19,820 37,087 19,820
50 46,487 24,791 46,487 24,791
60 55,973 29,773 55,973 29,773
70 65,564 34,768 65,564 34,768
80 75,278 39,779 75,278 39,779
90 85,137 44,806 85,137 44,806
100 95,159 49,854 95,159 49,854

3.1.4. Fluctuation of the generation

A wind farm consists of various units connected in
parallel. It is possible that during the day not all units
are in operation due to maintenance or to variability
in climatic conditions, which results in a variation of
the output power, i.e., the line will transport a varying
power. These changes may produce a wrong behavior
of the distance relay in case of a fault [22]. Figure 5
shows the active power generated by the wind farm
along the day; two moments should be highlighted:
at 16:00 the wind farm achieves its maximum daily
generation of 47.91 MW and at 7:00 the generation
achieves its minimum of 9.53 MW.

Figure 5. Generation of the wind farm per hour

When calculating the shortcircuit in the line for
varying fault locations and for wind farm generation,
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the fault impedances are evaluated for the power in-
stalled (82.50 MW), the maximum power during op-
eration (47.91 MW) and the minimum power during
operation (9.53 MW). Once again, it is evident that

the impedance seen by the relay is the same in the
three operation scenarios with zero fault resistance.
(see table 9)

Table 9. Fault impedance evaluated for a fluctuating generation of the wind farm with Rf=0

Maximum operating power Minimum operating power Nominal power

Fault Line 1 Line 2 Line 1 Line 2 Line 1 Line 2
location [%] R1 R2 R1 R2 R1 R2

0 0 0 0 0 0 0
10 9,229 4,950 9,229 4,950 9,229 4,950
20 18,476 9,901 18,476 9,901 18,476 9,901
30 27,756 14,857 27,756 14,857 27,756 14,857
40 37,087 19,820 37,087 19,820 37,087 19,820
50 46,487 24,791 46,487 24,791 46,487 24,791
60 55,973 29,773 55,973 29,773 55,973 29,773
70 65,564 34,768 65,564 34,768 65,564 34,768
80 75,278 39,779 75,278 39,779 75,278 39,779
90 85,137 44,806 85,137 44,806 85,137 44,806
100 95,159 49,854 95,159 49,854 95,159 49,854

3.1.5. Method for adaptive setting

Section 2 explained the influence of the fault resistance
on the shortcircuit calculation in a transmission line:
an underreach of the protection might produce wrong
triggers of the relay. For this reason, the typical setting
should be modified to an adaptive setting.

The quadrilateral adaptive setting method enables
the individual variation of resistance and reactance
in the R-X plane, resulting in extended production
zones. This provides the system with more flexibility
and precision que inserting the fault resistance.

The characteristic of the quadrilateral adaptive re-
lay modified for zone 1 may be represented as: equation
(4).

Zadap
set = Zset = 0.8Zl = Vcc_80%Zm

Icc_80%Zm

(4)

Where Zset is the conventional impedance setting
of the relay, which represents a shortcircuit occurring
at 80 % of line 1, located at buses 9-6 (Figure 2). Re-
garding protection zones 2 and 3, it should be analyzed
the adjacent line located at buses 6-4.

When a fault occurs and the fault resistance is
zero, the impedance Zm = xZL1 , where x represents
the percentage corresponding to the fault location.
However, a fault resistance different than zero results
in a change in ∆Z, which produces an error in the
measured impedance Zm and in the fault impedance
xZL1 .

In order to avoid wrong measurements by the re-
lay, Figure 6 represents the increase in the measured
impedance Zm in the R-X plane; the new impedance

is determined as Zadap
set . This is the new setting of the

protection when a fault occurs.

Figure 6. Basic principle of the adaptive quadrilateral
characteristic for an internal fault

In order to implement the adaptive method in zone
2, the shortcircuit is calculated at 20 % of the adjacent
line (L2) and for zone 3 a shortcircuit at 100 % of L2.
The adaptive setting of the relay is the following:

Zone 2: equación (5).

Zadap
2set = VCC_20%L2

ICC_20%L2

(5)

Zone 3: equación (6).

Zadap
3set = VCC_100%L2

ICC_100%L2

(6)
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Where:

• Zadap = Adaptive impedance

• Vcc−80% = Shortcircuit voltage at 80 % of L1

• Icc−80% = Shortcircuit current at 80 % of L1

• Vcc−20% = Shortcircuit voltage at 20 % of L2

• Icc−20% = Shortcircuit current at 20 % of L1

• Vcc−100% = Shortcircuit voltage al 100 % of L2

• Icc−100% = Shortcircuit current al 100 % of L1

3.1.6. Flow diagram

Figure 7 shows the flow diagram of the proposed
method. For the application of this method, an equiv-
alent model should be determined for the base system
using the REI method. Then, the positive, negative
and zero sequence parameters of the transmission lines
are established, and subsequently the power values
before the fault are entered; when connecting the wind
farm, the parameters of the controller should be consid-
ered. Finally, a three-phase shortcircuit is calculated
with fault resistances 0 and 25 Ω. When the fault re-
sistance is 0, the conventional method explained in
section 2 is employed. On the other hand, when a fault
resistance different than zero is obtained by means
of Warrington formula, it is necessary to apply the
methodology proposed in this paper, where the voltage
and current values measured by the transformers are
used to calculate the adaptive impedance, considering
the values previously established.

Figure 7. Flow diagram of the proposed adaptive quadri-
lateral setting

3.2. Results

For the subsequent analysis, the relay connected at
buses 9-6 is denoted as R1, while the protection device
connected at buses 6-4 is denoted as R2, as shown in
Figure 2. Their performance has been evaluated for
different fault situations, with two types of sources, the
incorporation of the fault resistance and the variation
in the power generated by the wind farm.

3.2.1. Fault resistance

With the purpose of verifying the optimal performance
of the protection system, shortcircuit tests were con-
ducted in lines L1 y L2 when connected to a syn-
chronous generator and with fault resistances 0 and 25
Ω. It is seen in Table 10 that the conventional setting
of the relay with Rf=0 Ω does not exhibit errors in
the response time. On the other hand, for Rf=25 Ω
the R1 relay shows a wrong operation at 80 and 90 %
of the line length. (Table 10)
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Table 10. Operation of the Siemens 7SA522 relay in con-
ventional systems with fault resistance

Fault

Rf = 0 Rf = 25

location %
Line 1 Line 2 Line 1 Line 2

R1 R2 R1 R2

0 Zone 1 Zone 1 Zone 1 Zone 1
10 Zone 1 Zone 1 Zone 1 Zone 1
20 Zone 1 Zone 1 Zone 1 Zone 1
30 Zone 1 Zone 1 Zone 1 Zone 1
40 Zone 1 Zone 1 Zone 1 Zone 1
50 Zone 1 Zone 1 Zone 1 Zone 1
60 Zone 1 Zone 1 Zone 1 Zone 1
70 Zone 1 Zone 1 Zone 1 Zone 1
80 Zone 2 Zone 1 Not ok Zone 1
90 Zone 2 Zone 2 Not ok Zone 2
100 Zone 2 Zone 2 Zone 2 Zone 2

3.2.2. Fluctuating power from the wind farm
generation

It is demonstrated in section 3 that when shortcircuit
events are calculated in transmission lines powered
by a wind farm with variable generation power and
RF = 0, the impedance seen by the protection remains
fixed as the power varies.

In the following, the results obtained when calcu-
lating shortcircuit events for RF = 25 Ω with lines L1
and L2 affected by a fault are presented. The settings
of relays R1 y R2 in the three generation scenarios
have operation errors, with the line L2 being more
affected, as shown in Table 11.

Table 11. Operation of the distance protection for a fluctuating power generated by the wind farm, with Rf = 25Ω

Maximum operating Minimum operating Nominal
power power power

Fault Line 1 Line 2 Line 1 Line 2 Line 1 Line 2
location [%] R1 R2 R1 R2 R1 R2

0 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
10 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
20 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
30 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
40 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
50 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
60 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
70 Zone 1 Not ok Not ok Not ok Zona 1 Not ok
80 Zone 1 Not ok Zone 1 Not ok Zone 1 Not ok
90 Not ok Not ok Zone 2 Not ok Zone 2 Not ok
100 Not ok Not ok Zone 2 Not ok Zone 2 Not ok

Figure 8 presents the distance-time diagram of the
distance protection. For the R1 relay, zone 1 covers 80
% of the line length, zone 2 136 % and zone 3 covers
the main and the adjacent lines. Considering what has
been discussed in previous sections, there is an error
in the reach of zone 2, since it normally covers only
120 % of the line length. The R2 relay also exhibits
problems, since zone 2 only reaches 112 % of the pro-

tection, which is wrong as well.

It should be remembered that the response times
of the distance protection were detailed in section 3
(relay protection zones). Based on this criterion, it has
been determined that the conventional setting operates
in wrong times for different locations of the faults in
the lines; these values are highlighted in Table 12.

Figure 8. Projection of the protection zones for relays R1 and R2
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Table 12. Response times of the relay with conventional setting

Maximum operating Minimum operating Nominal
power power power

Fault Line 1 Line 2 Line 1 Line 2 Line 1 Line 2
location [%] R1[s] R2[s] R1[s] R2[s] R1[s] R2[s]

0 0.02 9999.99 0.02 9999.99 0.02 9999.99
10 0.02 9999.99 0.02 9999.99 0.02 9999.99
20 0.02 9999.99 0.02 9999.99 0.02 9999.99
30 0.02 9999.99 0.02 9999.99 0.02 9999.99
40 0.02 9999.99 0.02 9999.99 0.02 9999.99
50 0.02 9999.99 0.02 9999.99 0.02 9999.99
60 0.02 9999.99 0.02 9999.99 0.02 9999.99
70 0.02 9999.99 0.41 9999.99 0.02 9999.99
80 9999.99 9999.99 0.41 9999.99 0.41 9999.99
90 9999.99 9999.99 9999.99 9999.99 0.02 9999.99
100 9999.99 9999.99 9999.99 9999.99 9999.99 9999.99

Figure 9 presents the R-X plane of relay (R2) that protects L2, after a shortcircuit with RF =25 Ω. It is
observed that the fault impedance is not identified by the distance protection in any of the three scenarios
evaluated.

(a) (b) (c)

Figure 9. Shortcircuit in L2 a) Maximum operating power; b) Minimum operating power and c) Nominal power

3.2.3. Method for adaptive quadrilateral set-
ting

The problems exhibited by a distance protection for a
shortcircuit that incorporates a fault resistance were

described earlier. The methodology proposed in this
paper, the method for quadrilateral adaptive setting,
is applied to overcome these errors. Table 13 shows
the results of this application.

Table 13. Application of the method for quadrilateral adaptive setting

Maximum operating Minimum operating Nominal
power power power

Fault Line 1 Line 2 Line 1 Line 2 Line 1 Line 2
location [%] R1[s] R2[s] R1[s] R2[s] R1[s] R2[s]

0 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
10 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
20 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
30 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
40 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
50 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
60 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
70 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
80 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1 Zone 1
90 Zone 2 Zone 2 Zone 2 Zone 2 Zone 2 Zone 2
100 Zone 2 Zone 2 Zone 2 Zone 2 Zone 2 Zone 2
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Table 13 shows the effective performance of the
proposed methodology for faults in lines connected to
a wind farm.

The protection zones of the proposed methodol-
ogy Zadap

∗set (∗ = 1, 2, 3) have been calculated with the
impedance measured by each relay after a shortcircuit
and considering the fault resistance, with the objective
that the protection reach of R1 and R2 is correct.

Figure 10 shows the settings for relays R1 and R2.
The protection reach is obtained through equations
(4), (5) and (6), where the maximum operation limit
of the relay will be given by the impedance measured
by the equipment after the fault. This is the difference
between the conventional method and the new method-
ology, namely, the setting of the protection zones does
not take into account the own reactance of the line,

but it now uses values of the impedance seen by the
relay after the fault; this causes that the protections
zones are extended to correct the improper operation
of the relay

From an analysis of Table 12 it is identified that
the relay R1 that protects line L1 operates incorrectly
starting from 70 % of the line length, while relay R2
does not fulfill the task of protecting line L2 when the
system considers a fault resistance. For this reason,
it is essential to apply the proposed methodology. As
shown in Figure 11, for a fault at 0 % of line L2 with
a) maximum operating power, b) minimum operating
power and c) nominal power, the protection operates
in zone 1 at a response time of 0.02 s, in contrast with
the conventional setting where the fault impedance
was out of the zone.

Figure 10. Coordination of the protection zones of the proposed system for maximum power

(a) (b) (c)

Figure 11. Shortcircuit in L2, applying the method for adaptive quadrilateral setting with a) maximum operating
power, b) minimum operating power and c) nominal power

The results of Table 14 show the performance of
the proposed method for adaptive quadrilateral set-
ting. In this case, the relays of both lines L1 and L2

correctly identify the faults with their precise location,
and correct the wrong response times of the conven-
tional relay.
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Table 14. Response times for the adaptive setting for shortcircuits with minimum current

Maximum operating Minimum operating Nominal
power power power

Fault Line 1 Line 2 Line 1 Line 2 Line 1 Line 2
location [%] [s] [s] [s] [s] [s] [s]

0 0.02 0.02 0.02 0.02 0.02 0.02
10 0.02 0.02 0.02 0.02 0.02 0.02
20 0.02 0.02 0.02 0.02 0.02 0.02
30 0.02 0.02 0.02 0.02 0.02 0.02
40 0.02 0.02 0.02 0.02 0.02 0.02
50 0.02 0.02 0.02 0.02 0.02 0.02
60 0.02 0.02 0.02 0.02 0.02 0.02
70 0.02 0.02 0.02 0.02 0.02 0.02
80 0.02 0.41 0.41 0.41 0.41 0.41
90 0.41 0.41 0.41 0.41 0.41 0.41
100 0.41 0.41 0.41 0.41 0.41 0.41

3.3. Discussion

When nonconventional renewable energies are inte-
grated in the power system, the performance of the
distance protection changes when there is a nonzero
fault resistance. Due to this, it is possible to have a
wrong operation of the relay, thus deteriorating the
reliability of the power system. To address this is-
sue, this paper proposes a protection of quadrilateral
characteristic with adaptive setting. The results of
simulations performed on the case study show that for
internal faults, the aforementioned method corrects
the response times of the relay. With respect to the
traditional setting method, the proposed methodology
exhibits advantages such as:

1. The consequences of the insertion of a fault resis-
tance are considered and completely eliminated
because the protection zone tends to be larger
than usual.

2. The analysis of the behavior of faults in this
paper is unique for a wind farm, and thus the
proposed protection structure and methodology
are applicable for the insertion of NCRE (wind
farm).

3. The different protection zones of the proposed
scheme are modified so that they get adapted to
the variation of the additional impedance. This
additional impedance (Zset) is due to the fault
resistance, and causes a variation in the fault
current.

4. The proposed scheme is designed for a unique
network code, where it was considered a fault
resistance of 25 Ω calculated by means of War-
rington formula.

5. Compared to the adaptive setting based on the
Mho characteristic, the quadrilateral adaptive
setting has more advantages because, depending
on the location of the fault, the zone can be ex-
panded only in the R axis, in the X axis or in
both; in other words, it has a greater resistive
reach because they do not depend on each other.
This results in a higher reliability and security
for the power system, even though this requires
equipment with better technology and higher
cost.

6. The methodology applied does not estimate the
automatic detection of external faults of systems;
for this purpose, the internal characteristics of
the relay should be modified through its exclusive
programming.

4. Conclusions

This work implements an adaptive setting for the IEEE
9-bus New England system, modified with the inser-
tion of a wind farm constituted by 33 2.5 MW wind
generators. The operation zones of the adaptive quadri-
lateral characteristic are set according to the fault that
has occurred, to avoid errors in the operation of the
SIEMENS 7SA522 relay. The following can be con-
cluded in this work:

The distance relay with conventional quadrilateral
setting operates incorrectly when there is a three-phase
shortcircuit that considers the fault resistance. On the
other hand, the adaptive quadrilateral setting correctly
identifies the fault impedances shifted in the X axis
due to the increase of the fault resistance.

The proposed adaptive method exhibits a favor-
able response for different shortcircuit scenarios, with
variations in the fault point, fault resistance and oscil-
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lation in the power generated by the wind farm, thus
demonstrating that the relay operates in the correct
protection zone.

The proposed method uses voltage and current data
from the instrumentation transformers, and calculates
the line impedance up to the fault point. The relay op-
erates according to its protection setting. Specifically,
if the fault is located at 80 % of the line length, zone
1 operates in t=0 seconds. On the other hand, if the
fault occurs at 20 % of the length of the line adjacent
to the relay, zone 2 operates in t=0.4 seconds. Finally,
if the shortcircuit event occurs at 100 % of the line
adjacent to the relay, zone 3 operates in t=0.8 seconds.
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Abstract Resumen
The uncontrolled charging of electric vehicles poses
a great challenge for distribution network operators
and power system planners. Instead of focusing on
controlling this uncontrolled load, a model that uses
contingency analysis variables to calculate the power
capacity needed in the power system is proposed.
The unserved power variable is used to evaluate the
amount of uncovered load power at each bus of the
system, followed by the calculation of the additional
power capacity required using a photovoltaic and
storage system and another constant generation al-
ternative in the 14-bus IEEE power system with in-
formation on some electric vehicles and daily load in
the power system of Peru. The results obtained in
the power system with distributed generation, the
absence of unserved power, corroborate the success
of the methodology used. This model provides tools
to both distribution network operators and power
system planners, reducing the impact on the power
system of electric vehicles and providing a methodol-
ogy applicable to other electric distribution systems
with uncontrolled loads.

La carga no controlada de vehículos eléctricos plantea
un gran desafío para los operadores de redes de dis-
tribución y los planificadores de sistemas de potencia.
En lugar de focalizarse en el control de esta carga
no controlada, se propone un modelo que utiliza va-
riables de análisis de contingencias para calcular la
capacidad de potencia necesaria en el sistema de po-
tencia. Se emplea la variable de potencia no servida
para evaluar la cantidad de potencia de carga no cu-
bierta en cada barra del sistema, seguido del cálculo
de la capacidad de potencia adicional requerida uti-
lizando un sistema fotovoltaico y de almacenamiento
y otra alternativa de generación constante en el sis-
tema de potencia IEEE de 14 barras con información
sobre algunos vehículos eléctricos y la carga diaria
en el sistema de potencia de perú. Los resultados
obtenidos en el sistema de potencia con generación
distribuida muestran que no hay presencia de potencia
no servida, corroborando el éxito de la metodología
utilizada. Este modelo brinda herramientas tanto a
los operadores de redes de distribución como a los
planificadores de sistemas de potencia, reduciendo el
impacto en el sistema de potencia de los vehículos
eléctricos y aportando una metodología aplicable a
otros sistemas de distribución eléctrica con cargas no
controladas.

Keywords: Electric Vehicles, Energy Storage Sys-
tems, Monte Carlo Simulation, Not Served Power, Op-
timal Power Flow, Renewable Energy Sources, Power
System

Palabras clave: Fuentes de Energía Renovable, Po-
tencia no Servida, Sistema de Potencia, Sistemas de
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1. Introduction

Electric Vehicles (EVs) have become popular due to
their low emissions, high efficiency, and lower operating
costs [1]. However, the increase in EVs has created chal-
lenges for the electricity grid, including uncontrolled
charging that strains distribution networks (DNs). This
article proposes a system consisting of photovoltaic
(PV) generation and battery energy storage (ES) that
can be implemented to optimize the use of PV and
battery systems, minimize the cost of EV charging,
and reduce grid load [1, 2].

EVs present challenges to power grid capacity,
charging infrastructure, and ES technology [3, 4].
Vehicle-to-Grid (V2G) and Distributed Generation
(DG) have been proposed as supportive technologies
to address these issues [1]. A model of the impact of
local EV adoption on DNs is presented in [5], pos-
ing a challenge to Distribution Network Operators.
Monte Carlo simulation (MCS) can assist operators in
understanding the impact of their policies on system
performance and identifying potential risks associated
with certain decisions [6] as a way to address these
issues.

According to a study by [7], MCS usage is a valu-
able tool for assessing the impact of uncertain factors
on the performance of power systems (PSs). The oper-
ating condition of the electricity DN can be enhanced
using MCS. The presence of the variable Not Served
Power (NSP) shows energy-depleted or overloaded PSs
operation conditions.

PV generation and ES technologies have been pro-
posed as potential solutions for integrating EVs into
the power grid, as suggested in [1], [6]. NSP optimiza-
tion has been proposed as a method for monitoring PS
performance. This method covers operational costs in
contingencies, as NSP will be expelled from the load [8].
V2G technology is also a solution to the challenges of
uncontrolled EV charging, since it can help mitigate
negative aspects and improve sustainability [9]. MCS
has been suggested as a potential tool for analyzing
the impact of DG supplying surplus load required by
EVs.

A description of complementary analysis examines
the interaction with the EVs adoption. The interac-
tion between the intermittency generated by renewable
generators and the storage capacity allowed using the
V2G charging process is described in [2]. A stochas-
tic methodology associated with EVs smart charging
process is considered in [4], focusing on battery degra-
dation analysis. While [3] is focused on the interplay

between different variables required for a smart charg-
ing process. The Internet of Energy environment is
adapted according to future smart grid operation re-
quired.

As proposed in [10], DG can help mitigate the nega-
tive impacts of uncontrolled EV charging and improve
sustainability. DG can supply energy to the grid during
peak hours and balance the load, reducing the impact
of uncontrolled EV charging on the power grid. To de-
termine appropriate energy policies, it is important to
anticipate energy deficiencies. Reference [5] proposes a
model that characterizes the geographic and travel pat-
terns of EV owners’ behavior. This provides insights
into their travel behavior and energy demands.

The study proposed MCS usage to analyze the mid-
term effects of uncontrolled EV charging. This con-
tributes to establishing energy policies that meet the
energy demands of EV owners. These measurements’
implementation enhanced the stability and reliability
of the electricity DN.

The method generates snapshots of potential sce-
narios based on global trends and Peru’s EV trans-
portation market, and it is valuable in optimizing the
electricity DN using algebraic modeling. The study
aims in developing policies that meet energy demands
while ensuring stable and reliable electricity DN con-
ditions. The need for future charging stations and DG
strategies due to EV charging is highlighted in [6].

2. Materials and Methods

Different levels of EVs adoption will be analyzed to
evaluate the impact on DN energy required, using
worldwide and Peruvian information. The projection
reviews Peruvian actual and historical vehicle fleet
stratification.

The methodology presented in the article involves
a loop that starts from EV model information and
goes up to the stage of saving data, as illustrated in
Figure 1. This loop is applied to all EV models and
the three scenarios of EV adoption mentioned in the
section “2.3 Multiple Scenarios.” Table 1 shows the
terminology employed in the current paper.

The resulting data is then processed through 2 sep-
arate processes. The MCS is the first process, reducing
the amount of data. The DN analysis explained in
section “2.8” is the second process. The information
gathered from these processes is used to compare and
evaluate the designed system that integrates PV gen-
eration and ES to tackle the surplus energy demand
caused by uncontrolled charging of EVs on the DN.
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Figure 1. Methodology and input data: (a) Monte Carlo simulation input related to electric vehicle models, and
explanations of daily travels (b) daily trip times probability density function (PDF) (c) daily traffic speed category (d)
speed value cumulative density function per traffic speed category (e) results from Monte Carlo simulation, input for
next steps

Table 1. Terminology employed in the current paper

Terminology Description
PS Power System

MCS Maximum Continuous Service
V2G Vehicle-to-Grid

GAMS General Algebraic Modeling System
NSP Not Served Power
EVs Electric Vehicles
PC Power Capacity
DG Distributed Generation
DN Distribution Network
PV Photovoltaic
ES Energy Storage

OPF Optimal Power Flow
NSE Not Served Energy

2.1. Uncontrolled charging projection descrip-
tion in Peru

Peruvian EV imports have been rising (as reported by
the Economic Studies Department of AAP, 2019) since

2016. Until August 2019, there were 253 hybrid and 16
electric vehicles imported. The global number of yearly
electric vehicles imported was 11 in 2016, 93 in 2017,
and 165 in 2018. In total, 535 EVs were reported until
August 2019. Peruvian government reported the num-
ber of vehicles on the road until 2018 of each category:
cars, station wagons, and pickup tracks.

2.2. Uncontrolled charging projection process
in Peru

The task projects the optimistic, pessimistic, and
business-as-usual electric vehicle (EV) adoption rates
in Peru. This estimates the controllable charging rate
using market participation as a point of reference and
calculating the uncontrollable charging rate. The un-
controllable charging rate is calculated as a comple-
ment of the controllable charging rate, which is as-
sumed to vary yearly depending on regional and global
EV adoption trends.

The assumptions for the pessimistic and optimistic
projections are based on current trends. They may not
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hold in the future. Electric vehicle sales are expected
to continue increasing due to government incentives,
reduced battery costs, and increased consumer aware-
ness.

2.3. Multiple scenarios

This study examines the potential impact of EV adop-
tion on energy demand in Peru’s PS. Three growth
scenarios for EV adoption are presented: low (15%
per year), medium (25% per year), and high (40% per
year). Three scenarios of 2000, 2500, and 3750 EVs
estimate the number of uncontrolled charging EVs in
the medium term. The scenarios were developed using
Peruvian and worldwide data [11].

Based on the scenarios, the authors evaluated the
potential impact of EV adoption on Peru’s PS under
different conditions. The selection criteria for the sce-
narios were based on realistic and varied growth rates,
worst-case analysis, and historical and current data.
A review of Peru’s actual and historical vehicle fleet
stratification is also provided.

As of August 2019, 253 hybrids and 16 EVs were im-
ported into Peru. The Peruvian government reported
the number of vehicles on the road until 2018 for each
category [12]. For further details, refer to section 2.2.

2.4. Monte Carlo simulation analysis

Figure 1a shows how EVs depart from and arrive at
different busbars, with departure and arrival times
based on EV owner travel and geographic patterns [5].
The model uses Ns samples (s), T time periods (t),
and NV EV s (v) characterized with stochastic varia-
bles [13].

Figure 1b displays the stochastic variables [9],
depv,s and arrv,s that are fit into probabilistic dis-
tributions [2], with binary variables representing the
states (depst,v,s and arrst,v,s). Figure 1c and 1d de-
pict probability characterizations of EV speed variable
(svt,v,s) and distance between buses corrected using
tdcfv,s and length L(Frv,s : Tov,s).

tdv,s = L(Frv,s; Tov,s) × tdcfv,s (1)

Equation (1) combines stochastic parameters of EV
location state Frv,s and Tov,s, with tdcfv,s to deter-
mine the final travel distance tdv,s. Specific EV data
is required for MCS analysis, such as Battery Capacity
(BCES), Riding Specific Consumption (SCv,s), State
of Charge (SoCmin and SoCmax), maximum charging
power (Pvmax), charging and discharging efficiency
(nchg and ndsg), road consumption value (Rt,v,s), and
binary variable index (Xt,v,s).

2.4.1. Pseudo code – travel modeling

1. Define departure time or arrival time and tem-
poral road distance travelled variable t = depv,s

and on road distance travelled, rdtv,s = 0 for de-
parture & t = arrv,s) and rdtv,s = 0 for arrival
travel.

2. Start Loop to fill the road distance traveled until
surpassing the travel distance, as in equations
(2) and (3).

while rdtv,s ≤ tdv,s{ (2)

rdtv,s = +svv,s × 24/T (3)

3. Conditional to check if the last stage of departure
travel is reached as in equations (4) and (5).

if rdtv,s ≤ tdv,s{ (4)

Rt,v,s = svv,s × SCv,s/ndsg × 24/T (5)

4. Assign a value to on-road consumption for non-
last stages of departure travel as in equation
(6).

else{Rt,v,s = (svv,s+tdv,s−rdtv,s)×SCv,s/ndsg} (6)

5. End loop assigning the value of departure end
time or arrival start time and binary state of
on-road as in equation (7)) for departure trip
and equation (8) for arriving trip.

Xt,v,s = 1 ∧ t = +1}dev,s = t (7)

Xt,v,s = 1 ∧ t = −1}aiv,s = t (8)

Variables such as dev,s and aiv,s mark the end of
the departure trip and the time when the EV is ready
to begin the return trip, respectively.

The binary variable CSb,t,v,s tracks the charging
bus state for the EV allocated in bus b. Equations (9)
and (10) enforce constraints related to the charging
bus state.

CSF rv,s,t,v,s = 1∀arrv,s < t < depv,s (9)

CST ov,s,t,v,s = 1∀dev,s < t < aiv,s (10)

The variables ChRv,s and CC are defined as the
total energy required by the EV on the road and the
complete charge, respectively. These variables are as-
signed in equations (11) and (12), respectively.
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ChRv,s =
∑

t

Rt,v,s (11)

CC = Pvmax × 24/T × nchg (12)

2.4.2. Pseudo code – uncontrolled charging
modeling

1. Set 0 value to tchv,s as in equation (13).

tchv,s = 0; ∀v ∈ NV ∧ s ∈ Ns (13)

2. Set charging time: departure and arrival as in
equation (14).

t = dev,s ∧ t = arrv,s + 1 (14)

3. Increase and assign the value of uncontrolled
vehicle charge UCb,t,v,s, according to temporal
charge tchv,s, measuring uncontrolled charging
in the corresponding bus, without reaching the
energy required as in equations (15) and (16).

tchv,s = +CC (15)

if tchv,s ≤ ChRv,s{UCb,t,v,s = CSb,t,v,s × CC} (16)

4. Assign uncontrolled charge to the time while
reaching the energy required as in equation (17).

else{UCb,t,v,s = (ChRv,s + CC − tchv,s) × CSb,t,v,s}
(17)

5. End loop as in equation (18).

t = +1} (18)

Equation (19) is used to obtain the information on
the required Peak Load, PLRs, which is reported as
the final output of the MCS. The load of PS in bus b is
represented by Pdpsb,t. Figure 1e provides a summary
of this information, showing the daily cumulative en-
ergy required by the DN for all models and scenarios.
Figure 1e compares only the maximum MCS outputs,
which cause more DN load during peak hours. On the
other hand, the minimum MCS output represents the
minimum impact on the peak hour charging state.

PLRs = max

(
t,
∑

b

(∑
v

UCb.t.v.s + Pdpsb,t

))
(19)

2.5. Interaction between MCS and optimal
power flow

Equations (21) and (22) show how the outputs of MCS
are chosen. The surplus charge is added to the PS
load and denoted as Pdb,t,s. The information obtained
from MCS analysis (Equations (21) and (22)) is an
important input for optimizing the operation of the
electricity DN, specifically the transmission subsection,
using algebraic modeling.

[PLRsmax, smax] = max(s, PLRs) (20)

[PLRsmin, smin] = min(s, PLRs) (21)

Pdb,t,s = Pdpsb,t,s +
∑

UCb,t,v,s (22)

2.6. Optimal power flow analysis

The electric OPF is modeled in GAMS software, us-
ing CONOPT minimizing of from equation (24) for
each of the 6 cases (3 scenarios, 2 MCS outputs). This
process provides the amount of NSP required in each
bus of the DN for each period analyzed, as in equation
(25). GAMS optimization and MCS complementary
analysis approaches could overcome the challenges of
integrating EVs and DG into PSs [14].

2.6.1. Objective function

The main output is the energy allocated to daily Not
Served Energy (NSE) with half-hourly information.
It involves evaluating equations for all t ∈ T ∧ s ∈
{smin, smax}. NSE is used to allocate the amount of
NSP during this time period, as per equation (23).

NSP is used as a slack variable to identify areas and
the amount of energy required for surplus EV charg-
ing, and it can also represent the amount of power
required as surplus generation in its busbar to avoid
PS failures [8].

The objective function (of) for the optimization
of energy losses associated with network operation is
expressed in equation (24), where the power genera-
tion at the slack bus Pgslack is also evaluated. The
penalty price of Cpen = $6, 000.00 for NSE in Peru is
mentioned according to reference [15]. Using NSP as
a data source can help planners compare generation
source alternatives, fit the energy required in time-
space modeling, and dimension the DG conditions
along the PS.

NSEk = 24/T × NSPk (23)

of =
∑

(CpenNSEk) + Pgslack (24)
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2.6.2. Optimal power flow constraints

The OPF constraints are the active and reactive power
balance. Equations (25) and (26) define the power bal-
ance, where Pgk and NsPk denote generation power
and non-spinning reserves, while Pdk represents the
required power load.

Pgk + NSpk = Pdk +
∑

Pkm (25)

Qgk = Qdk + Qshk +
∑

Qkm (26)

The variables Qgk, Qdk, relate to reactive power
generation and load in each bus. Equations (27) and
(28) calculate the active and reactive power per line
(Pkm and Qkm) and apparent power Skm in equation
(29) controls the overcharge in the corresponding power
line.

Pkm = VkVmYkmcos(thkm + dkm) − V 2
k cos(tkm) (27)

Qkm = −VkVmYkmsin(thkm + dkm) + V 2
k sin(tkm)

(28)

Skm =
√

P 2
km + Q2

km ≤ Skmupper (29)

The variables Vi, di, Qgi, Pgi have lower and upper
bounds, denoted by xlower and xupper in equation (30).
The section refers to [8] for details on voltage parame-
ters (V and d) and admittance matrix parameters (Y
and t).

xlower ≤ x ≤ xupper (30)

2.7. New power system capacity to guarantee
normal operation

Two alternative options were considered for the model
developed to determine the failure time and bus. The
first option involves a linear increase in Power Ca-
pacity (PC) in a specific bus. The second option is a
combination of PV generation and an ES system.

Equation (31) describes the first option, which mod-
els new PC (PNgk,t) to operate throughout the day to
recover the investment costs. The second option aims
to minimize the objective function of over costs with
suffix cost xcost related to NSP calculated (NSPck,t).

PNgk,t = Pgk,t + NSPck,t (31)
Equations (32) to (34) describe the process of the

second option, which covers the new PC required, in-
cluding power dimension (PhPCb) and energy storage

(SSECb), and is adjusted to solar availability (Saft)
and States of Charge variation (SoCvk,t) to redis-
tribute energy stored half hourly (Dt). The source
of surplus generation capacity is not analyzed due to
its variety.

fo = PhPCcost ×PhPCk +SSECcost ×SSECk (32)

PhPCk × Saft ≥ NSPck,t + SoCvk,t (33)

SoCk,t = SoCk,t−1 + SoCvk,t−1 × Dt (34)

2.8. Distribution network impact

Studies indicate that EVs have an impact on DNs. The
daily energy requirements are independent of the EV
model. The voltage data and the energy required by
EVs are collected and processed through data science,
obtaining statistical information using MCS. The EVs
charging can cause voltage drops and instability in the
network, which can be addressed by using ES systems
and smart charging strategies [2], [5].

2.9. Study Case

2.9.1. Uncontrolled charging projection results
in Peru

Assumptions and sources of information use market
participation as a reference point for regional and
global controllable charging rates. The cumulative EV
sales are assumed as total on-road EVs, and EV sales
are expected to continue increasing due to govern-
ment incentives, reduced battery costs, and increased
consumer awareness.

The optimistic projection assumes a yearly increase
in EV sales of 25%, and the controllable charging rate
is assumed to be 70%. The pessimistic projection as-
sumes a yearly increase in EV sales of 10%, and the
controllable charging rate is assumed to be 50%. These
assumptions were used to project EV adoption in Peru.

Table 2 presents ranges of the projection of EV
adoption in Peru from 2023 to 2031. This includes
cumulative EV sales, controllable and uncontrollable
charging rates, and the number of EVs on the road.
The data is presented in ranges, from optimistic, pes-
simistic, and business-as-usual scenarios.
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Table 2. Uncontrolled charging electric vehicles (projected data 2023 - 2031)

Year

Total Cumulative Market Uncontrollably Uncontrolled
Vehicles EV Participation Charging Charging

Sales Rate EVs
N° N° EVs % % N° EVs

2023 366,900-372,700 2,450-2,930 6.67%-7.85% 85.30%-86.70% 2,120-2,490
2024 375,800-385,900 3,180-4,170 8.45%-10.81% 84.30%-85.80% 2,719-3,460
2025 384,000-399,800 4,200-5,750 10.94%-14.39% 83.30%-84.90% 3,606-4,880
2026 392,300-414,500 5,480-7,770 13.97%-18.74% 82.30%-84.00% 4,760-7,070
2027 400,800-430,000 7,190-10,350 17.95%-24.07% 81.30%-83.10% 6,455-9,060
2028 409,400-446,400 9,370-13,500 22.84%-30.21% 80.30%-82.20% 8,485-11,978
2029 418,200-463,700 12,030-17,350 28.73%-37.40% 79.30%-81.30% 10,963-16,652
2030 427,100-482,100 15,220-22,020 35.63%-45.65% 78.30%-80.40% 14,372-17,494
2031 436,100-501,600 18,920-27,650 43.31%-55.31% 77.30%-79.50% 15,390-24,768

2.9.2. Multiple scenarios

The article is based in three scenarios for the growth
of EV sales in Peru: optimistic, business-as-usual, and
pessimistic, with controllable charging rates estimated
for each scenario. Based on this information and analy-
sis of uncontrolled charging of EVs, the study projects
that the number of EVs on the road in Peru for 2023

will range from 2450 to 2940. The article also compares
the technical characteristics of different EV models
and their effects on the DN, as shown in Table 3, with
the KIA EV6 found to require the most energy among
the EVs studied. However, the scenarios presented are
based on broad assumptions and may not accurately
reflect the specific conditions of the Peruvian market.
More information is shown in Table 2.

Table 3. Electric vehicle models (2,021 data)

EV BCES SCv,smin SCv,smax Pvmax SoCmin SoCmax
kWh kWh/km kWh/km kW % %

TSP 100 0.18 0.21 250 5 80
AQ4 82 0.181 0.181 125 15 95

KEV6 77.4 0.21 0.227 228 10 80
BHEV 76.9 0.164 0.207 360 30 80

2.9.3. Monte Carlo simulation analysis

The study analyzed three scenarios with stochastic
micro scenarios. Scenario 1 had 2,000 EVs with 200
samples. Scenario 2 had 2,500 EVs with 120 samples.
Scenario three 3 had 3,750 EVs with 80 samples. The
analysis included 1.0 × 10+6 uncertainty stochastic mi-
cro scenarios. In Section 2.4, the variables depv,s and
arrv,s were fitted to a normal distribution. Figure 1b il-
lustrates significant differences between the probability
distribution functions of departure and arrival times.
The arrival time has a standard deviation encompass-
ing after-work hours when individuals may attend to
household duties or socialize after work, which does
not occur similarly during morning hours before work.

According to [13], the Tesla Model 3 has a BCES
of 2.88×10+8 J (80 kWh). The specific energy consump-
tion for the vehicle falls within the range of SCv,s ∈<
684; 900 > J/m(< 0.19; 0.25 > KWh/Km). The EVs

maximum charging power is approximately Pvmax =
1.5 × 10+5 W with nchg = 90% and ndsg = 90%. To
model EV batteries, the minimum State of Charge
SoCmin is set to 15% of the battery capacity, while
the maximum State of Charge SoCmax is set to 95%
of battery capacity.

2.9.4. Interaction between MCS and OPF

Travel and geographic uncertainties characterization
involves categorizing the number of EVs per bus as
either "From" or "To" bus based on the departure trip.
Figure 2 displays boxplots of the hourly total energy
required by the DN, comparing the KIA EV6, which
requires the greatest amount of energy, with the Tesla
Model 3, which requires the least energy (as seen in
Figure 1e). The values reported in Figure 2 show that
the KIA EV6 is the model that consumes more energy,
triggering a higher energy requirement for the DN.



Villanueva-Machado, et al. / Monte Carlo simulation of uncontrolled Electric Vehicle charging impact on

distributed generation 127

Figure 2. Road daily consumption needed per scenario and time

2.9.5. Optimal power flow usage

The IEEE 14 Power Bus System [16] represents the
PS of socioeconomic class A in Peru with variations in
power line length. The electric market load data from
February 2020 serves as the daily load factor. The traf-
fic categories effects of high, medium, and low speed
are reported on [13]. Google Maps provided traffic his-
tory data for three categories represented by normal
distributions. The first category is high speed, with a
mean value of 13.89 m/s (50 km/h) and a standard
deviation of 5.56 m/s (20 km/h). The second category
is medium speed, with a mean value of 9.72 m/s (35
km/h) and a standard deviation of 4.17 m/s (15 km/h).
The third category is low speed, with a mean value of
5.56 m/s (20 km/h) and a standard deviation of 2.78
m/s (10 km/h).

2.9.6. New power system capacity to guarantee
normal operation

The first surplus PC option needs no additional data,
but the PV generation with storage system option
requires a solar availability factor, obtained from [17],
with cost data from [18]. Subsection 2.7 presents con-
straints and the objective function of power interaction
with NSP. Constraints (32) to (34) are complemented
by equation (35), limiting the SoCk,t variable to the
bounds of 0 and the capacity of the storage system,
SSECk.

0 ≤ SoCk,t ≤ SSECk (35)

The objective function variables in equation (33)
include PhPCcost at 1.30 $/W for photovoltaic PC
cost and SSECcost at 1.11 × 10−4 $/J (400 $/kWh)
for storage system energy capacity.

2.9.7. Distribution network analysis

Two final syntheses that closely resemble the global
data are obtained. The first one represented 4% of
the occurrences. The other one collected 10% of the
occurrences. These reductions are evaluated in a com-
monly used DN (IEEE 13 BUS power system) using
Simulink from MATLAB software. The effect of all
the simulations performed on the DN is reported in
this section.

3. Results and discussion

3.1. Monte Carlo simulation analysis

Figure 3 shows the number of EVs in the PS and two
figures for each scenario, illustrating the geographic
and travel patterns of the EVs. Table 4 provides ad-
ditional information on the number of EVs departing
from and arriving at each bus on their first trip, along
with geographic patterns uncertainty. The headers in
Table 4 are classified as "Min MCS" and "Max MCS,"
representing the minimum and maximum scenarios of
daily peak load reported from MCS outputs. These
classifiers can help assess the potential impacts of EVs
on the PS.
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Figure 3. Amount of arriving electric vehicle in maximum Monte Carlo simulation output - scenario 1

Table 4. Number of electric vehicles from and to each bus per scenario for Monte Carlo simulation outputs

Scenario 1 Scenario 2 Scenario 3
EVs Min MCS Max MCS Min MCS Max MCS Min MCS Max MCS
Bus Fr To Fr To Fr To Fr To Fr To Fr To

1 0 0 0 0 0 0 0 0 0 0 0 0
2 180 242 171 269 227 265 224 288 325 460 307 424
3 186 132 197 117 208 151 240 149 337 219 333 227
4 179 255 177 256 215 296 223 336 360 454 342 502
5 204 120 200 103 214 152 227 141 328 217 380 209
6 186 225 188 222 208 339 232 286 320 463 352 440
7 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0
9 191 179 166 188 229 256 224 264 358 341 360 342
10 172 196 204 157 244 227 257 242 340 353 322 344
11 172 131 153 164 240 183 232 197 343 287 329 274
12 188 132 201 119 234 150 234 147 357 202 341 221
13 170 244 167 260 249 290 196 280 324 467 337 468
14 172 144 176 145 232 191 211 170 358 287 347 299

3.2. Interaction between MCS and OPF

Figure 4 compares the application for the Tesla Model
3, which has the lowest specific consumption. The first
application is the PSMCS which is in the right section.
The values are also related to the Maximum output
of MCS. Meanwhile, Table 5 presents the mean char-
acteristics of daily load for different scenarios with

minimum and maximum MCS outputs.
The energy load Eds is computed using equation

(36). The peak load Pdmax,s represents the maximum
daily load supplied by the PS grid for each scenario an-
alyzed, as expressed in equation (37). Finally, the load
factor LFs is determined by dividing the mean power
load by the max power load, as shown in equation
(38).
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Figure 4. Power System Performance Comparison of Optimal Power Flow (PS_MCS), Photovoltaic and Energy
Storage (NPS_PVES), and Continuous Generation (NPS_Cont)

Table 5. Load data per scenarios for Tesla (2018) electric vehicle & Optimal Power Flow performance for all scenarios

BAU
w/o Scenario 1 Scenario 2 Scenario 3
EVs

Daily Min Max Min Max Min Max
Load MCS MCS MCS MCS MCS MCS
Eds 5,704.6 5710.58 5724.82 5711.51 5729.43 5715.56 5742.4(MWh)

Pdmax,s 257.2 257.25 259.66 257.31 259.91 257.51 264.23(MW)
LFs 0.906 0.906 0.907 0.905 0.906 0.910 0.906
Egs 5,979.1 5985.82 6000.95 5986.67 6005.91 5991.1 6017.9(MWh)
Loss 274.5 275.24 276.12 275.17 276.48 275.54 275.5(MWh)
NSE 0.5 0.62 2.74(MWh)
Max

1.01 1.25 5.47NSP
(MW)

NSP bus 14 14 14
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Eds =
∑∑

Pdb,t,s × 24/T ; s = {smin, smax} (36)

Pdmax,s = max
(∑

Pdb,t,s

)
; s = {smin, smax} (37)

LFs =
∑∑

P dp,t,s

T

Pdmax,s
; s = {smin, smax} (38)

The difference in peak load between the maximum
and minimum MCS outputs was observed to be in-
creasing, indicating the stochastic effect of the analy-
sis. For Scenario 1, the gap between MCS outputs is
2.41 × 10+6 W . For Scenario 2, the difference in MCS
outputs is 2.60 × 10+6 W . For Scenario 3, the gap be-
tween MCS outputs is 6.72 × 10+6 W . The difference
in daily energy load between maximum and minimum
MCS outputs is reported per scenario. Scenario 1 has
a difference in daily energy of 5.13 × 10+10 J (14.24
MWh). Scenario 2 has a difference in daily energy of
6.45×10+10 J (17.92 MWh). Scenario 3 has a difference
in daily energy of 9.66 × 10+10 J (26.84 MWh). The
increment in the gap is explained due to the number
of EVs in the tested scenarios.

3.3. Optimal power flow usage

The model commonly employs OPF to evaluate PS
performance concerning different EV charging scenar-

ios. Figure 4 displays the performance of PS and NSP
required to maintain normal operation, with the high-
est output of the Tesla Model 3 EV’s MCS specified.
Table 5 summarizes the optimized power flow findings,
including variables such as Egs and Losss representing
energy generated, energy gaps, and NSEs allocating
NSP for all buses during the day. Equations (39) to
(41) define these variables.

Egs =
∑∑

Pgb,t,s × 24
T

; s = {smin, smax} (39)

LossS = Egs − Eds; s ∈ {smin, smax} (40)

NSEs =
∑∑

NSPb,t,s × 24
T

; s = {smin, smax} (41)

The tested model enables the identification of the
bus bar that requires more capacity and whose option
is best suited to supply it. The amount of NSP will
determine the required capacity for new power plants.
Table 6 reports the information for the Tesla Model 3
(2018).

The study found that the NSE was expelled at the
last bus of the PS, which is located farthest from the
generation buses (#14). The amount of NSE increased
as the number of EVs in each scenario.

Table 6. New power system (NPS) capacity to guarantee normal operation as all day fixed value; with photovoltaic -
storage system (PSS) option

OPF

Scenario 1 Scenario 2 Scenario 3
BAU Min Max BAU Min Max BAU Min Max
w/o MCS MCS w/o MCS MCS w/o MCS MCS
EVs EVs EVs

EgNP S (MWh) 5975.91 5982.49 5998.33 5975.16 5982.75 6002.67 5962.67 5974.66 6004.41
LossNP S (MWh) 271.36 271.91 273.51 270.62 271.25 273.25 258.12 259.1 262.01

Max PgNP S 270.7 270.72 273.41 270.67 270.75 273.65 270.08 270.38 277.87(MW)
NPS Capacity 1.01 1.25 5.47(MW)
EgP SS (MWh) 5978.9 5985.49 6001.34 5978.86 5986.45 6007.05 5978.13 5990.15 6020.07

LossP SS (MWh) 274.36 274.91 276.52 274.31 274.95 277.63 273.58 274.59 277.67
Max PgP SS 270.82 270.83 273.41 270.82 270.84 273.65 270.71 270.72 277.87(MW)
PV Capacity 0.177687 0.219993 0.965943(MW)

Storage System 0.419278 0.519105 2.279288(MWh)
Busbar 14 14 14(#)

PSS cost 345,397.68 427,634.56 1,877,658.44($)
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3.4. New power system capacity to guarantee
normal operation

The PS requires additional generation capacity to ad-
dress the identified problem. The methodology section
offers options for obtaining extra generation capacity
using: microturbines, internal combustion engines, PV
generation mixed with a storage system, etc. Figure
4 displays the performance of the PS and the power
supplied by the PV-storage system in Maximum MCS
output for the Tesla Model 3. Table 5 provides infor-
mation about the required capacity of the new power
system (NPS). The cost of the PV-storage system is
reported for each scenario in Figures 5a, 5b, and 5c,
ranging from $ 0 to $7.40 ×10+5 for Scenario 1, $
2.22 ×10+5 to $ 7.81 ×10+5 for Scenario 2 and $ 5.88
×10+5 to $3.41 ×10+6 for Scenario 3. The cost of the
first option of adding capacity for an entire day is not
assessed in this study, but its PC is set constant as
NSP from PS OPF.

Figure 5. Not Served Energy Comparison and
Photovoltaic-Energy Storage Costs for Three Scenarios:
(a) for Scenario 1, (b) for Scenario 2 and (c) for Scenario 3

3.5. Distribution network results

Section 3.4 of the study examines the relationship be-
tween load and PS capacity. However, increasing the
general load does not necessarily require more PS ca-
pacity or increase the cost of PV and ES. The study
also shows that the load required by EV models does
not result in more NSP. These findings suggest that the
PS requirements and the EV model are independent.

Data reduction techniques are used to synthesize
the large amount of information processed. Two re-
ductions are performed on the data, with errors of
1.24% and 0.85% compared to the global data. The
reduction of 4% of the data is used to process the data
in MATLAB using the Simulink tool. The DN data is
used to redistribute EVs into the feeders of the IEEE
13 bus Power System, and the resulting performance of
the feeders is shown in Figure 6. The results indicate
that the voltage values remain within range for all
buses of the IEEE 13 bus Power System even under
uncontrolled charging assumptions.

4. Conclusions

The effect of EVs’ uncontrolled charging presence in
electricity markets is shown in this study, as seen in
Table 5 and Figure 2. The minimum and maximum
outputs from the Monte Carlo Simulations depend
on the specific consumption of the EV models, which
values are reported in Table 3. The EV model that
required more energy from the DN is the Kia EV6,
while the EV model that required less energy from the
DN is the Tesla Model 3, as shown in Figure 1 (e). The
highest consumption of scenario 3 is for the Kia EV6
model with 31.8 MWh, while the lowest consumption
of scenario 1 is for the Tesla Model 3 with 10.14 MW.

Even for the specific models of EVs that require
more energy, the NSP variable is not guaranteed to
be needed. Figure 5a shows that the models that did
no’t have NSP are the Kia EV6 (which has the highest
energy need) and Tesla S Plaid. Figure 5b and Figure
5c also reinforce this fact due to the intermittency of
maximum and minimum NSP presented in the OPF
executions.

On the other hand, the dependency noted in Fig-
ure 5 is the relationship between the costs of different
dimensions of the PV generation – ES System and the
amount of daily NSE presence in the OPF execution.
This relationship is not strictly linear, but for similar
NSE values, the cost of the system designed is close.
For example, in scenario 3, the highest value of NSE
is 6.84 MWh. The corresponding EV model is the Kia
EV6. The cost related to this point is $ 2.84 ×10+6.
But the highest system designed cost is $ 3.41 ×10+6

with a not served energy value of 5.94 MWh.
The impact of the uncontrolled charging is not rel-

evant in distribution, as shown by the voltage stability
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of the executed model. Even the further busbars have
voltage values that achieve the Peruvian electric distri-
bution policies’ bounds. The busbars 632, 645,646, and

633 have well-distributed voltage levels. The others
also have values according to policies.

Figure 6. Distribution Network Daily Voltage for each phase
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