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Gerardo Espinoza Pérez, PhD, Universi-

dad Nacional Autónoma de México, México.
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Álvaro Rocha, PhD, Universidad de Coim-

bra, Portugal.
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Lúıs Amaral, PhD, Universidad de Lisboa,

Portugal.

Jorge Henriques, PhD, Universidad de

Coimbra, Portugal.

William Ipanaque, PhD, Universidad de

Piura, Perú.
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Paolo Bellavista, PhD, Universidad de

Bologna, Italia.

Carlos Rubio, PhD, Centro de Ingenieŕıa y
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Emilio Muñoz Sandoval, PhD, Instituto

Potosino de Investigación Cient́ıfica y Tec-

nológica, México.
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José Di Paolo, PhD, Universidad Nacional
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David Ojeda, PhD, Universidad Técnica
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José Mahomar Janańıas, PhD, Universi-

dad del BIOBIO, Chile.

Arnaldo Jélvez Caamaño, PhD, Universi-

dad del BIOBIO, Chile.

Jorge Andrés Uribe, MSc, Centro de
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Juan Manuel Alvarado Orozco, PhD,
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Universidad Politécnica Salesiana del Ecuador



Ingenius Journal, is indexed in the following Databases and scientific information systems:

SELECTIVE DATABASES

REVIEWS EVALUATION PLATFORMS

SELECTIVE DIRECTORIES

SELECTIVE SERIAL LIBRARY

SCIENTIFIC LITERATURE SEARCHERS OPEN ACCESS

OTHER BIBLIOGRAPHICAL DATABASES



CATALOG OF INTERNATIONAL UNIVERSITY LIBRARIES



Editorial
Dear readers,

On the horizon of technological innovation, ad-
ditive manufacturing emerges as a beacon, illumina-
ting the path towards new advancements in multiple
fields. In this edition, we delve into the depths of
this fascinating world, exploring how the response
to tension/compression of stainless steel 316L, ma-
nufactured through this method, triggers significant
transformations. Additionally, delving into predic-
tions of abrasive wear and the surface hardness of
printed parts through technologies like SLA (stereo-
lithography apparatus), we envision a future where
precision and efficiency converge. Electrical enginee-
ring, the driving force of progress, presents us with
dizzying contributions. From evaluating nonlinear
optimization models for the economic dispatch of
isolated microgrids to the application of artificial
intelligence algorithms like YOLOv5 in identifying
hotspots in electrical substations through thermal
images, we witness an era in which technology rede-
fines the boundaries of what is possible. The classi-
fication of vital elements in electrical systems based
on centrality measures in networks and linegraph
transformation represents a crucial step towards
energy efficiency and safety. Computer engineering
becomes the symphony that blends logic and in-
novation. Creating custom algorithms for dynamic
optimization in last-mile delivery route planning
opens doors to unprecedented operational efficiency.
This field, in constant evolution, challenges us to
rethink how we interact with information and how
machines can facilitate and enhance our daily li-
ves. Mechanical engineering, a cornerstone of the
industry, invites us to reflect on sustainability and

optimization. From the comprehensive review of de-
sign guidelines and sizing in liquefied petroleum gas
systems to the reuse of electric vehicle batteries for
a second life in renewable energy systems, solutions
that combine efficiency and environmental responsi-
bility are outlined. The proposal for improvement in
the structural system of a rigid mountain bike frame
and the analysis of the impact of automotive air
conditioning on fuel consumption underscore how
mechanical engineering converges with ecology and
resource optimization. In this interdisciplinary fra-
mework, synergies emerge, propelling us towards an
innovative and sustainable future. The synaptic con-
nection between additive manufacturing, electrical
engineering, computing, and mechanics generates a
space of infinite possibilities. This issue of our ma-
gazine is a tribute to the symphony of knowledge,
where each note represents a significant advance-
ment in our journey towards a brighter tomorrow.
As we navigate these pages brimming with knowled-
ge, we invite you to contemplate the transformative
power of collaboration between seemingly dispa-
rate disciplines. It is at the intersection of these
areas where innovation comes to life, where bounda-
ries blur, and solutions take shape. In this ongoing
journey towards the future, science and technology
become our most powerful allies. May this edition
inspire, guide, and awaken innovative curiosity in
each of our readers. Let us advance together to-
wards a future full of possibilities. Challenges will
always be present, and synergistic work will be the
fundamental tool to overcome them.

John Calle-Sigüencia, PhD

Editor in Chief
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Abstract Resumen
Additive manufacturing has evolved from a rapid
prototyping technology to a technology with the abil-
ity to produce highly complex parts with superior
mechanical properties than those obtained conven-
tionally. The processing of metallic powders by means
of a laser makes it possible to process any type of alloy
and even metal matrix composites. The present work
analyzes the tensile and compressive response of 316L
stainless steel processed by laser-based powder bed
fusion. The resulting microstructure was evaluated by
optical microscopy. Regarding the mechanical prop-
erties, the yield strength, ultimate tensile strength,
percentage of elongation before breakage, compres-
sive strength and microhardness were determined.
The results show that the microstructure is consti-
tuted by stacked micro molten pools, within which
cellular sub-grains are formed due to the high ther-
mal gradient and solidification rate. The compressive
strength (1511.88 ± 9.22 MPa) is higher than the ten-
sile strength (634.80 ± 11.62 MPa). This difference
is mainly associated with strain hardening and the
presence of residual stresses. The initial microhard-
ness was 206.24 ± 11.96 HV; after the compression
test, the hardness increased by 23%.

La manufactura aditiva pasó de ser una tecnología
de prototipado rápido a una tecnología con la capaci-
dad de producir piezas de gran complejidad y con
propiedades mecánicas superiores a las obtenidas con-
vencionalmente. El procesamiento de polvos metálicos
a través de un láser permite procesar cualquier tipo de
aleación e incluso materiales compuestos. En el pre-
sente trabajo se analiza la respuesta a tracción y com-
presión del acero inoxidable 316L procesado mediante
fusión selectiva láser. Se analizó la microestructura
resultante mediante microscopia óptica; respecto a
las propiedades mecánicas se determinó la resistencia
a la fluencia, resistencia última a la tracción, porcen-
taje de elongación antes de la rotura, resistencia a la
compresión y microdureza. Los resultados obtenidos
muestran que la microestructura está constituida por
micropiletas fundidas apiladas, dentro de las cuales
se generan subgranos celulares, producto del elevado
gradiente térmico y la alta tasa de solidificación. La
resistencia a la compresión (1511.88 ± 9.22 MPa)
es mayor a la resistencia a tracción (634.80 ± 11.62
MPa). Esta diferencia está asociada principalmente
al endurecimiento por deformación y la presencia
de esfuerzos residuales. La microdureza inicial fue de
206.24 ± 11.96 HV; posterior al ensayo de compresión
la dureza se incrementó un 23%.

Keywords: Additive manufacturing, Laser powder
bed fusion, Mechanical properties, Stainless steel,
Strain hardening

Palabras clave: manufactura aditiva, fusión selec-
tiva láser, propiedades mecánicas, acero inoxidable,
endurecimiento por deformación
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1. Introduction

Additive manufacturing (AM) technology emerged as
a rapid prototyping technique. Although initially fo-
cused on polymer processing with techniques such as
stereolithography (SLA) and fused deposition model-
ing (FDM) in the 1980s, it was later extended to the
processing of metals, ceramics, and composites [1, 2].

AM came from the minds of two chemical engi-
neers who developed a toy for their daughter, which
deposited a polymer layer by layer [3]. They patented
their invention in 1986. A few years later, they consol-
idated one of the most successful additive manufactur-
ing companies to date, Stratasys. Already in the 1990s,
the first developments in metal processing appeared,
with technologies such as selective laser melting (SLM)
and selective laser sintering (SLS) [4, 5]. It is worth
noting that all these developments went hand in hand
with universities and research centers, which acceler-
ated technological development.

The last few years have seen great advances in pro-
cessing various types of materials [6]. Manufacturers
have expanded their product portfolio to include equip-
ment, raw materials, and consumables. In addition,
extensive research has been developed to investigate
the potential benefits of AM in different fields. For
instance, several opportunities as possible cost and
lead time reductions, the possibility of unique design
solutions, and the consolidation of multiple compo-
nents, have been identified [7]. However, additive man-
ufacturing is not yet a plug-and-play technology. It
requires a thorough knowledge of the material to be
processed, suitable processing parameters, and environ-
mental conditions, among others [5]. Furthermore, AM
also requires substantial work and research in order to
obtain diverse certifications and standards required in
different fields to demonstrate its efficiency in manu-
facturing complex parts and assure their repeatability
and quality [7].

FDM technology is one of the most widely used
technologies, mainly due to its ease of installation and
work [8–11]. In contrast, metal fabrication requires
expensive and more complex equipment. Metal AM
is classified into directed energy deposition (DED)
[12–14] and powder bed fusion (PBF) [15,16]; within
DED, the technology that stands out for its versatility
and processing capability is wire arc additive manufac-
turing (WAAM) [17–20]. On the other hand, in PBF,
the best option for the manufacture of parts of great
geometric complexity and reduced size is laser-based
powder bed fusion (LPBF) [21].

LPBF uses a medium-power laser (100-400 W)
to melt metal powders, which change phase in mi-
croseconds, creating repetitive cycles of melting and
solidification that produce microstructures never seen
before [22,23]. One of the notable features is the forma-
tion of smaller grains compared to the same material

processed conventionally. In addition, micro-molten
pools are created within which cellular subgrains are
formed. These peculiar microstructures give rise to
different mechanical properties [24,25], which require
multiple mechanical tests to determine their suitabil-
ity for use as load-bearing structural elements or in
dynamic environments under varying loads.

Regarding the mechanical properties, a significant
improvement in different mechanical properties of spec-
imens manufactured by means of LPBF has been ob-
served. For instance, Röttger et al. [26] compared the
mechanical properties of specimens manufactured with
316L austenitic steel processed by SLM technology
and specimens manufactured through a regular cast-
ing process. After performing tensile tests, it was ob-
served that the tensile strength increased by approxi-
mately 20 % in samples produced by AM. Moreover,
Kurzynoswki et al. [27] carried out tensile tests on
316L stainless steel specimens manufactured by SLM
with different process parameters and compared the
results with the mechanical properties of samples made
from rolled sheet AISI SS316L. An improvement in
the yield strength and Young’s modulus was observed
after testing. In addition, Liverani et al. [28] studied
the effect of different process parameters on the mi-
crostructure and mechanical properties of specimens
produced by SLM. After performing tensile and fatigue
tests, the experimental results suggest the possibility
of an improvement of the ultimate tensile strength and
the percentage of elongation of the specimens when
compared to conventionally manufactured AISI316L
samples. In a different study, Liverani et al. [29] re-
ported a yield strength (σY ) of around 400 MPa and
an ultimate tensile strength (σUT S) between 500-600
MPa. Larimian et al. [30] obtained similar results, high-
lighting the effect of processing parameters and the
scanning strategy on the resulting strength. The lowest
and highest σY was 148 and 462 MPa, respectively.
While, the σUT S values were around 178 and 584 MPa.
It is worth noting that to obtain an adequate mechan-
ical response, it is essential to obtain samples with the
maximum relative density.

In the case of compressive response, Güden et
al. [31] investigated the influence of the strain rate
during compression tests of selective laser melted 316L
stainless steel and reported ultimate true compression
stresses in the range of 1400 to 1600 MPa with strain
rates ranging from 2800 to 3250 s−1, respectively. Li
et al. [32] developed a constitutive model to predict
the compressive stress-strain of 316L stainless steel
processed by LPBF and compared the results with
specimens manufactured with SLM equipment at dif-
ferent scanning speeds. An average compressive stress
of 1400 MPa and a strain of 23 % were obtained.

Therefore, the present work is focused on determin-
ing the tensile and compressive response of 316L stain-
less steel processed by laser powder bed fusion technol-
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ogy under specific conditions. As the microstructure
plays a fundamental role in comprehending the re-
sulting mechanical properties, an in-depth analysis is
carried out of the microstructural features as well as
the relative density.

2. Materials and Methods

The material used to fabricate the samples was 316L
stainless steel, whose nominal chemical composition is
detailed in Table 1.

Table 1. Nominal chemical composition of the AISI 316L
stainless steel powders.

Elements (wt%)
Fe Cr Ni Mo Mn
Bal. 16.5-18 10-13 2-2.5 0-2

Si C P S
0-1 0-0.03 0-0.04 0-0.03

The selective laser melting process was carried out
in a Concept Laser machine (MLAB 200R) equipped
with a 200W fiber laser (Nb:YAG) with a wavelength
of 1064 nm. The powders were deposited on a 16 mm
thick 316L stainless-steel support plate. The processing
parameters were a laser power of 160 W, a scanning
speed of 800 mm/s, hatch spacing of 60 µm and a layer
thickness of 30 µm (Figure 1); these parameters were
chosen to maximize the relative density, reducing the
porosity of the printed samples.

Figure 1. Schematic representation of the laser-based
powder bed fusion process, identifying the key processing
parameters and the scanning strategy.

Flat dog-bone geometry specimens agreeing to
ASTM E8/8M-21 and prismatic samples of 16x10x7

mm were fabricated with a meander scanning strategy
with a 67° rotation after each deposited layer. After
manufacturing, all the samples were cut from the build
platforms by wire-electrical discharge machining.

For the metallographic inspection, the samples were
first planar ground using SiC paper, starting from 120
to 2000 grit to roughly polish the sample surface. Then,
finely polished using alumina and posteriorly diamond
paste. The material microstructure was revealed by
chemical etching immersion in Aqua regia solution (20
ml HNO3 and 60 ml HCl) for 30 s. The material sur-
face morphology was inspected by means of optical
microscopy (OM) (MEIJI IM 7200). The OM micro-
graphs were processed and analyzed using Fiji software
(National Institutes of Health, USA) to determine mi-
crostructural features and evaluate porosity by means
of image analysis.

Tensile tests following the ASTM E8/8M-21 were
carried out using a universal tensile tester machine
(Instron 3368, Zwick) with a 50 kN load cell and a 2
mm/min speed to fracture and a gauge length of 50
mm with an extensometer. According to ASTM E9-09,
compressive tests were carried out using the prismatic
specimens. Four prismatic specimens were tested, and
the average results were reported. In addition, the
elastic modulus was calculated according to ASTM
E111.

Microhardness was measured using a Vickers hard-
ness tester (METKON DUROLINE-M), using a 500
g force and 10 s as dwell time, according to ASTM
E384 standard. Mean values were recorded through
five measurements and then reported.

3. Results and discussion

Figure 2 shows the manufactured test specimens. It is
worth noting that both the powder and the support
plate must be manufactured from the same material
to obtain proper adhesion between the two parts and
avoid errors or displacements during the additive man-
ufacturing process.

Figure 2. Additively manufactured samples for microstruc-
ture and mechanical evaluation. Base plate dimension: 100
x 100 x 16 mm.

In order to determine the relative density, the sur-
face defects obtained by optical microscopy were evalu-
ated (Figure 3). By means of image analysis, a relative
density of 99.7 % was obtained.
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Obtaining parts with a relative density greater
than 99 % is essential to obtain comparable mechani-
cal properties to parts manufactured by conventional
methods. As can be seen in Figure 3, there are still
circular porosities, which are associated with the gas
trapped inside the metal powder [33]. However, most
of the surface is free of pores, which ensures the suit-
able performance of the manufactured samples and the
proper selection of the chosen processing parameters.

3.1. Microstructure analysis

Figure 4 presents the 3D assembly of optical micro-
graphs obtained in different manufacturing planes. It
is possible to appreciate that the scanning strategy
used can be distinguished in the upper plane. At the
same time, it is possible to observe the stacking of
micro-molten pools in the lateral planes. Figure 5a
shows in more detail the arrangement of molten pools,
where it is possible to extract that, on average, the
molten pool has a depth of approximately 50 µm and
an extension of 140 µm. Figure 5b shows the detail of
a molten pool within which cellular sub-grains appear,
as reported in previous research work [34–37].

Cellular grains can be distinguished within the
molten pool (Figure 5b); these sub-grains are pro-
duced due to the high thermal gradient and solidifi-
cation rate [38]. As the fusion-solidification process
is generated layer by layer, the molten pool deforms
slightly due to the presence of residual stresses [39,40].
The scanning strategy also causes the molten pool to
deform; the rotation of the printing angle modifies the
thermal gradient, modifying the geometry of the micro
molten pools.

Figure 3. Optical micrograph to assess the internal poros-
ity.

Figure 4. 3D assembly of optical micrographs of the 316
L stainless steel processed by LPBF.

(a)

(b)

Figure 5. Optical micrograph of the additively processed
316L stainless steel a) 200x, b) 1000x highlighting the
molten pool.



Barrionuevo et al. / Tensile/Compressive Response of 316L Stainless Steel Fabricated by Additive

Manufacturing 13

3.2. Mechanical response

Figure 6 shows the stress-strain curve of 316L stain-
less steel subjected to a tensile test. The yield stress
was 512.32 ± 7.84 MPa, the ultimate tensile stress
was 634.80 ± 11.62 MPa, and the deformation before
rupture was 31.61 ± 1.40 %.

Figure 6. Tensile evaluation of LPBF 316L stainless steel.

As can be seen in Figure 6, the material shows a duc-
tile response with a large deformation after exceeding
the elastic limit region. In addition, the yield strength
for the material has been determined to be around
512.32 MPa, corresponding to an engineering strain
of 0.05. Accordingly, the ultimate tensile strength is
around 634.80 MPa at a strain of approximately 0.32.
For the manufactured group of specimens, the elastic
modulus was determined to be around 229.12 ± 2.14
GPa. In addition, once the plastic deformation has
begun, it is possible to observe a stable strain hard-
ening stage followed by a necking region that leads to
the fracture of the specimen. Even though the ductile
response is associated with the absence of porosity, if
there is a low relative density, the material tends to
fracture in a brittle manner [41] due to the presence
of defects such as trapped gas, unstable melting pools
or lack of fusion [42].

Figure 7 shows the necking that occurs in the sam-
ple before breakage. The necking and area reduction
is a typical indicator of the ductile response of the
tested material. Additionally, it can be observed that
the fracture occurs at an angle of about 45°.

The failure mechanism of 316L stainless steel fab-
ricated by additive manufacturing may be associated
with the microvoid coalescence fracture, which occurs
when the material contains small pores or inclusions
that grow and coalesce under tensile stress, forming
internal microcracks.

Figure 7. Area reduction of the specimen used in the
tensile test.

Figure 8 shows the compressive response of the
additively manufactured stainless steel specimens. The
compressive strength (1511.88 ± 9.22 MPa) is higher
than the tensile strength (634.80 ± 11.62 MPa). This
difference is mainly associated with strain hardening
and residual stresses [?, 39], [43]. As can be seen in
Figure 8, when the stress exceeds 500 MPa, the ma-
terial starts to harden. Strain hardening makes the
material capable of withstanding high stresses before
failure occurs. In addition, the crystalline structure
of austenitic stainless steel (FCC) typically contains
planes of atoms that can slide past each other more
easily under shear forces (such as in compression) than
they can be pulled apart under tensile forces. In other
words, the crystal structure of the 316L SS is more
resistant to compression and shear forces.

Figure 8. Compressive response of LPBF 316L stainless
steel.

When subjected to compressive stress, the deforma-
tion of the material causes strain hardening. Therefore,
the hardness was evaluated before and after the com-
pression test (Figure 9).
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Figure 9. Microhardness evaluation of the 316L stainless
steel processed by LPBF.

The initial microhardness was 206.24 ± 11.96HV0.5
in the as-built condition. After the compression test,
microhardness increases to 253.32 ± 11.12HV0.5.

Figure 10 shows the deformation produced after the
compression test, where it is evident how the molten
pools have been deformed. The compression process
acts as a strain-hardening treatment. It has been ob-
served that the molten pools are deformed, which gen-
erates a kind of cold working treatment. Internally, the
grains are compressed, reducing their size, which in-
creases the hardness. The microhardness has increased
by 23 %.

Figure 10. Compressed molten pools after compression
test.

Table 2 summarizes the mechanical response of
additively manufactured 316L stainless steel. The re-
sults obtained in the present work coincide with those
reported in the literature [24], [26], [28], [30], [32], [41].
Therefore, it is possible to affirm that the SLM tech-
nology is reaching maturity, and work should begin on
standards for its approval.

The tensile and compressive response of 316L stain-
less steel processed by SLM showed a mechanical
response above its conventionally processed counter-
part [24]. The higher strength is attributed to the
microstructure. Within the molten pool, sub-grains
of less than one micron were found due to the high
thermal gradient resulting from the cyclic laser’s inter-
action with the metal powders.

Additive manufacturing has a number of advan-
tages in terms of design and flexibility. However, to
ensure its use in engineering applications, it is nec-
essary to further study its mechanical properties by
varying process parameters and scanning strategies.

Table 2. Mechanical properties of the AISI 316L stainless
steel additively manufactured.

Properties Value
Yield strength

512.32 ± 7.84(MPa)
Tensile strength 634.80 ± 11.62(MPa)
Elastic modulus 229.12 ± 2.14(GPa)
Compressive strength 1511.88 ± 9.22(MPa)
Elongation 31.61 ± 1.40(%)
Microhardness

206.24 ± 11.96(HV)

4. Conclusions

In the present work, the tensile and compressive re-
sponse of laser-processed 316L stainless steel has been
evaluated. The main conclusions drawn are detailed
below:

• Proper selection of processing parameters is es-
sential to obtain parts with minimum porosity.
The higher the relative density, the higher the
mechanical properties, as the pores act as stress
concentrators, reducing the mechanical strength.
In this work, a relative density of 99.7 % was
obtained.

• Additive manufacturing offers the possibility to
control the microstructure and thus to customize
certain mechanical properties. For example, the
dimensions of the molten pool or the relative den-
sity. It is worth noting that the scanning strategy
and the specimen geometry affect the thermal
gradient and, thus, the resulting microstructure.
Further research on these parameters and their
effect on the mechanical properties is needed.

• Tensile and compression tests showed a ductile
performance of the material obtained additively.
In the case of the tensile test, the following re-
sults were obtained: a yield strength of 512.32
± 7.84 MPa, an ultimate tensile strength of 635
MPa, and an elastic modulus of 229.12 ± 2.14
GPa. In addition, the stress-strain curve shows
a ductile response of the material, which is as-
sociated with a high relative density and low
porosity.
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• A compressive strength of approximately 1511.88
± 9.22 MPa was observed in the corresponding
tests. The significant difference between the ten-
sile and compression response could be attributed
to the presence of residual stress produced during
the manufacturing process and a strain harden-
ing mechanism caused by the deformation of the
sample and confirmed by the distortion observed
in the molten pools after the compression test
was performed.

• The microhardness test confirmed an increase
of approximately 23 % in the results obtained
after a specimen was subjected to a compression
test in contrast to the results of the specimens
as manufactured.
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Abstract Resumen
In the present study, a prediction of hardness deteri-
oration and abrasive wear was performed through a
neural network using artificial intelligence on a mate-
rial printed in SLA. This article aims to predict the
mechanical properties, wear resistance and surface
hardness of parts manufactured by SLA stereolithog-
raphy printing. A full factorial DOE was used to
associate the peculiar parameters (print orientation,
cure time, layer height) to perform experiments. The
mechanical properties were evaluated according to
ASTM regulations, with the objective of obtaining
feeding data and validation of the predictions of the
Taber Wear Index and hardness using an artificial
neural network. The experimental results are in good
agreement with the measured data with satisfactory
prediction errors with a mean square error (MSE) of
0.01 corresponding to abrasive wear using the clear
resin and a mean absolute error (MSE) of 0.09 with
an R2 of 0.756, the prediction with the neural network
with a mean square error (MSE) of 2.47 correspond-
ing to abrasive wear using the tough resin and a
mean absolute error (MSE) of 14.3 with an R2 of
0.97. It was shown that the accuracy of the predic-
tion is reasonable, and the network has the potential
to be improved if the experimental database for train-
ing the network could be expanded. Therefore, wear
and hardness mechanical properties can be predicted
appropriately with an ANN.

En el presente estudio se realizó una predicción del
deterioro de la dureza y el desgaste abrasivo a través
de una red neuronal utilizando inteligencia artificial
sobre un material impreso en SLA. Esta investigación
tiene como objetivo predecir las propiedades mecáni-
cas de resistencia al desgaste y dureza superficial
de piezas fabricadas mediante impresión por estere-
olitografía (SLA). Para realizar los experimentos se
utilizó un diseño factorial de dos niveles o DOE facto-
rial completo y así asociar los parámetros peculiares
(orientación de impresión, tiempo de curado, altura
de la capa). Las propiedades mecánicas fueron eval-
uadas según normativas ASTM, con el objetivo de
obtener datos de alimentación y validación de las
predicciones del índice de desgaste Taber y la dureza
empleando una red neuronal artificial. Los resulta-
dos experimentales concuerdan con los datos medidos
con errores de predicción satisfactorios con un error
cuadrático medio (MSE) de 0,01 correspondiente al
desgaste abrasivo utilizando la resina transparente y
un error absoluto medio (MSE) de 0,09 con un R2
de 0,76. La predicción con la red neuronal tiene un
error cuadrático medio (MSE) de 2.47 perteneciente
al desgaste abrasivo utilizando la resina resistente y
un error absoluto medio (MSE) de 14,3 con un R2 de
0,97. Se demostró que la precisión de la predicción es
razonable, y que la red tiene potencial para mejorar
si se pudiera ampliar la base de datos experimental
para entrenar la red. Por lo tanto, las propiedades
mecánicas de desgaste y dureza se pueden predecir,
adecuadamente, con una RNA.

Keywords: 3D printing, SLA Stereolithography,
Taber wear index, surface hardness, artificial neu-
ral network, light-curing resins

Palabras clave: impresión 3D, estereolitografía SLA,
índice de desgaste Taber, dureza superficial, red neu-
ronal artificial, resinas fotocurables
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1. Introduction

In recent years, additive manufacturing techniques
have experienced accelerated progress in the develop-
ment of prototyping and manufacturing in different
fields [1–3]. Polymer printing has played a key role
in this progress because its technology is widely avail-
able to developers. The new generation of printers has
greatly boosted innovation, reducing the time and cost
of product development. In addition, the use of addi-
tive manufacturing techniques in industry has become
a field of great interest due to their high performance
and ease of fabrication of complex three-dimensional
geometrie.

The relatively low cost of commercially available
3D printers of different types allows the use of a wide
range of materials with varying quality, precision, and
resolution. Among the most common technologies,
SLA (stereolithography) stands out, offering several
advantages in precision applications, such as easy-to-
use interfaces, resolution, and relatively fast printing
speed [4–6].

The properties of SLA printed parts are intimately
derived from the SLA process and post-process. In
recent years, the mechanical properties obtained from
SLA printed parts have been studied in the different
light-curing resins available in the market. Even the
improvement of the resins has been studied by evalu-
ating the light curing process [7–9]. Properties such as
tensile strength, tensile modulus, compressive strength
were usually studied [10–12]. However, information on
hardness and wear properties is scarce.

The surface hardness of polymeric materials is an
important factor in their resistance to abrasive and
adhesive wear. A polymeric material with a higher
surface hardness will have a higher wear resistance, as
it will be less prone to deformation, adhesion and ma-
terial transfer during contact with abrasive or adhesive
surfaces [13]. However, it is also important to consider
other factors, such as the chemical structure of the
polymer and its resistance to sliding and deformation,
for a complete understanding of its tribological behav-
ior [14]. SLA printed parts are increasingly used for
engineering applications, where the wear phenomenon
is an important aspect to consider. As hardness is a
property that is related to the wear process, its in-
clusion in the analysis is also necessary. Studying the
correlation between wear, hardness and SLA printing
process parameters is important to design suitable
compounds to meet various special requirements.

The prediction of mechanical properties is funda-
mental in the design of parts and components to ensure
their proper functioning. The use of artificial neural
networks (ANNs) to predict mechanical properties of
materials has proven to be a very useful and powerful
tool in engineering in different fields of manufactur-
ing and specifically in wear-related issues [10], [15, 16].

ANNs can learn complex and nonlinear patterns from
large data sets and therefore can accurately predict
the mechanical properties of materials from limited in-
formation. This is especially useful when experimental
data on the mechanical properties of a particular mate-
rial is not available or when it is desired to reduce the
time and costs associated with traditional mechanical
testing. In summary, using ANN to predict mechanical
properties is a valuable tool that can help engineers
design more efficient and safer parts and components.

Neural network (NN) approaches are widely used
methodologies reported in the literature among vari-
ous machine learning techniques [17]. The ability of
artificial NN to capture complex relationships between
input and output data is valuable in manufacturing
processes where it is difficult and expensive to obtain
large experimental data for process modeling. In addi-
tion, NN models show an improvement in experimental
error from 40% to 70% [18].

This paper studies the prediction of abrasion wear
and hardness obtained from experimental tests on
parts printed with thermosetting resins (tough and
transparent resins) using SLA. The structure of this
paper is as follows. First, the compilation on the tech-
nological properties of printed resins and the basics of
printing is presented. Secondly, the analysis of hard-
ness resistance and wear resistance of 3D printing by
SLA stereolithography is provided by experiments. Fi-
nally, the abrasive wear during the 3D printing process
is estimated using an artificial neural network based
on the experimental data.

2. Materials and Methods

The presentation of this section is (1) the materials
and their characteristics, (2) the experimental design,
(3) the process of obtaining the printed material, (4)
wear and hardness analysis of the tested items and
(5) ANN prediction, as shown in the flowchart in
Figure 1.

2.1. Materials

Two types of resins were used for property evaluation,
Clear and Tough from FormlabsT M . brand. Clear
FLGPCL04 resin is used to print materials with high
resolution and a smooth and soft finish [19]. Whereas
Tough FLTOTL05 resin is used for solid prototyping
because it balances strength and functionality. Both
the manufacturer and printing service companies rec-
ommend its use in elements that are subjected to short
periods of stress or fatigue [20], e.g., assemblies, press-
type configurations and robust prototypes require the
use of the aforementioned resin.

Table 1 summarizes the mechanical behavior of the
material before and after curing, considering a treat-
ment time of 60 min 60 °C, with a UV radiation of
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1.25 mW/cm2 and a wavelength of 405 nm for each
type of resin. Nine properties are provided for Clear
and Tough resin, the table is divided into three cate-

gories, cured, uncured and the testing method used to
determine each property.

Figure 1. Flow chart of the applied methodology.

Table 1. Mechanical properties of clear and tough resin [20,21].

PARAMETERS CLEAR RESIN TOUGH RESIN
Uncured Post - Cured Method Uncured Post - Cured Method

Ultimate Tensile Strength 38 MPa 65 MPa ASTM D 638 - 10 34.1 MPa 55.7 MPa ASTM D 638 - 14
Tensile Modulus 1.6 GPa 2.8 GPa ASTM D 638 - 10 1.7 GPa 2.7 GPa ASTM D 638 - 14

Flexural Stength at 5% Strain 42% 24% ASTM D 638 - 14
Elongation at Failure 12% 6.2 % ASTM D 638 - 10 20.8 MPa 60.6 MPa ASTM C 790 - 15

Flexural Modulus 1.25 GPa 2.2 GPa ASTM D 790 - 10 0.6 GPa 1.6 GPa ASTM C 790 - 15
Notched IZOD 16 J/m 25 J/m ASTM D 256 - 10 32.6 J/m 38 J/m ASTM D 256 - 10

Heat Deflection Temperature (64 psi) 42.7 °C 58.4 °C ASTM D 648 - 07 32.8 °C 45.9 °C ASTM D 648 - 16
Heat Deflection Temperature (66 psi) 49.7 °C 73.1 °C ASTM D 648 - 07 40.4 °C 48.5 °C ASTM D 648 - 16

Thermal Expansion (23 - 50 °C) 1597 µm/m/°C 119.4 µm/m/°C ASTM E 831 - 13

The considered mechanical properties are ultimate
tensile strength, tensile modulus, flexural strength
at 5% strain, elongation at failure, flexural modulus,
notched IZOD, thermal deflection temperature at 64
Psi and 66 Psi and thermal expansion. The evaluation
of the technological properties corresponds to the fluid
absorption capabilities of the 3D printed parts, such as
water, acetone or diesel. Fluid absorption is an impor-
tant property of materials for medical devices due to
their possible use as containers, flow conductors, etc.

Table 2 shows other properties such as the per-
centage weight gain from a 1x1x1 cm cube, the data
correspond to the two resins in 24 hours of immersion
in different solvents.

The tensile behaviour of the two resins considering
different curing times is shown in Figure 2. Due to
their good tensile behaviour, both resins can be used
for printing mechanical parts. For example, the Tough
resin is used to print gears for RC prototypes, [22].
On the other hand, Clear resin, thanks to its high
surface quality, offers the possibility of being used on
visually exposed elements. In addition, replacement on

any device is easier, as the affected elements can be
replaced in a short time with a new one thanks to this
printing technology.

Table 2. Percentage weight gain of the two resins in
24 hours of immersion in different fluids of a 1x1x1 cm
cube, [20, 21].

SOLVENT
CLEAR TOUGH

Gain (%)
Strong Acid (HCI) Distores Distored
Xylene < 1 < 1
Water < 1 1.6
Sodium hydroxide (0.0025% - PH = 10) < 1 1.5
Salt Water (3.5%) < 1 1.5
Mineral Oil (Heavy) < 1 < 1
Mineral Oil (Ligth) < 1 < 1
Isooctane < 1 < 1
Hydrogen Peroxide (3%) < 1 2.1
Acetic Acid (5%) < 1 2.8
Acetone Sample cracked Sample cracked
Isopropyl Acetate < 1 2.1
Bleanch (5% aprox) < 1 1.7
Butyl Acetane < 1 1.6
Diesel < 1 < 1
Diethyl glicol monomethyl ether 1.7 6.6
Hydrolic Oil < 1 < 1
Skydrol 5 1 1.2
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Figure 2. Young modulus vs post cured time for the Clear
and Tough Resin

2.2. Experimental design

The orthogonal matrix, in the context of a statistical
study, is a tool used to study and analyse all varia-
bles independently and simultaneously. It allows the
analysis of one variable to be unaffected by the other
variables in the study, making it easier to study each
variable separately and understand its individual im-
pact. This is due to the independence of data in the
study.

By analysing variables independently, the possibil-
ity of introducing bias or confounding between them
is reduced. This helps to obtain more reliable and ac-
curate results because each variable is examined in
isolation and potential sources of error can be better
identified and controlled.

Consequently, an orthogonal matrix experimental
design was applied in which two quantitative variables
(curing time and impression orientation) and a quali-
tative variable corresponding to resin type were used
with three levels as presented in Table 3.

Table 3. Experimental design

FACTORS UNIT
LEVEL 1 LEVEL 2 LEVEL 3
T C T C T C

Curing time [min] 0 0 15 60 30 120
Print orientation [°] 0 45 -

Resin type - Tough (T) Clear (C) -

In this analysis, a distribution of the data from a
full factorial model was used. The number of experi-
mental runs was set to 5. 100 combinations of experi-
mental data were obtained. The data were cleaned for
the existence of null values, especially for the Tough
resin with 15 and 30 minutes curing times and the
Clear resin with 60 and 120 minutes curing times.

2.3. Process of obtaining printed material

Figure 3 shows a SIPOC diagram of the process car-
ried out for the printing of the specimens with the
material proposed for the analysis. The graph details
the steps (1) to (5) that correspond to the inputs and
prototyping, while step (6) details the tests that were
carried out for the analysis and data collection that
fed the neural network.

Initially, the resins are in a liquid state, stored
and supplied from cartridges (1). The specimens were
then modelled using design software (2). For printing,
the parameters specified by the manufacturer were
followed [23] and the variables described in the experi-
mental design were set (3).

The fabrication of each specimen from the SLA
process was carried out by means of the printing phase
in the Form 2 SLA machine considering the experimen-
tal design guidelines, the washing phase was carried
out in the Form Wash machine with isopropyl alcohol
solvent for a period of 10 to 20 minutes (4) and finally,
the curing was carried out in the Form Cure machine.

For the curing stage of the specimens, a time span
of 0 to 30 minutes was taken into consideration for
the Clear resin and 0 to 120 minutes for the Tough
resin as specified in Table 3 (5). An estimate of the
time that can be spent per layer can be obtained from
Equation (1). The forming time (Tc) depends on the
area of the layer to be formed (Ac), the speed (v) and
the diameter (D) of the beam, plus the repositioning
time for layer materialisation (Tr). The sum of the
formation time of each layer gives the total processing
time, [24].

Tc = Ac

vD
+ Tr (1)

In general terms, the SLA 3D printing process can
be mathematically defined by relationships such as the
depth of cure, the width of the cure line and the laser
exposure at any point.

The depth of cure ratio (Equation (2)) is related by
the laser penetration depth (Dp), the exposure energy
at the resin surface (Eo) and the minimum energy to
gel the resin (Ec) [24]. The width of the cured line
(Lw) is expressed by Equation (3). In this relation, D
is equivalent to the diameter of the laser in use in the
printing machine.

Cd = Dp Ln

(
Eo

Ec

)
(2)

Lw = D

√
Cd

2Dp
(3)
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Figure 3. Stages in obtaining printed material for analysis

Considering that the laser has motions in all 3 axes
(X - Y - Z), the laser exposure at any point (E (x, y,
z)) is determined by Equation (4). The point (x, y)
represents the distance from the centre to the beam,
(z) the depth at which it is located, (Pl) is equal to the
laser power, the Gaussian mean width (Wo) Vs the
laser scanning speed and (Dp) the laser penetration
depth, [25].

E(x, y, z) =
√

2
π

P l

WoV s
e− 2y2

Wo2 e− z

Dp
(4)

Isotropy is a critical characteristic that relates to
the parameters defined by Equations 1-4. Isotropy is
one of the consequences of post-curing, which strength-
ens the bonds by forming covalent bonds. At the micro
level, there is no marked difference between molecules
arranged in the X - Y - Z planes. This makes its me-
chanical performance predictable and therefore better
than other types of 3D printing. On the other hand,
impermeability is another characteristic that outper-
forms the material after curing. This distinctive feature
is one of the reasons why this type of printing is often
used when dealing with fluids.

2.4. Wear and hardness analysis of tested items

Following the indications set out in the ISO 9352 stan-
dard. A load of 1000 grams and 1000 cycles were
applied at a speed of 72 rpm. The type of grinding
wheel used was intermediate grade H22. The reported
result is the Taber Wear Index (TWI), Equation (5),
where A is the weight of the sample before the test,
B is the weight of the sample after the test and C is
equal to the number of cycles used in the test.

TWI = [(A − B)1000]
C

(5)

Each test specimen was tested, and the results are
expressed in terms of a Shore D hardness unit, which
represents the resistance of the material to penetration
by the test needle. On the Shore D scale, lower hard-
ness values correspond to softer materials and higher
values correspond to harder materials. The Shore D
scale is particularly suitable for rigid materials, with a
typical hardness range of 20 to 90 Shore D.

2.5. Artificial neural network (ANN) analysis
methods

A neural network is a technique inspired by the biolog-
ical nervous system, which aims to replicate the way
humans learn to solve a wide variety of complex scien-
tific problems. Neural networks consist of several layers
of neurons connected with synaptic weights to simulate
the human brain. A simplified network consists of an
input layer with a number of neurons depending on
the input variables (3 in this study), followed by one
or more hidden layers that transform those variables
for final use in the output layer [26,27].

Overfitting is a problem related to neural network
training. According to research [28–30], determine that
too few neurons lead to underfitting, while too many
neurons can contribute to overfitting.

Figure 4 shows the neural scheme used, where W
is the synaptic weight from each neuron to another
neuron in the next layer.
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Figure 4. Neural network architecture with three layers
implemented from the input to the output layer.

The multilayer feed forward network architecture
used in this study consists of three neurons for the
input layer, which are ordered according to the number
of input variables. One neuron is in the output layer
(abrasive wear) and two are hidden layers with ninety-
six neurons each. The selected number of neurons in
the hidden layer is determined by a trial and error
procedure. To decrease the difficulty of training and
to balance the importance of each parameter during
the training process, the experimental database was
normalised between the values 0 and 1.

The scaling of the input and output variables in
the interval is determined by the ratio of the differ-
ence of the input and output variables. The scaling
of the input and output variables in the interval is
determined by the ratio of the difference of the input
data to the mean and standard deviation (Equation
(6)), where x is a data point, µ is the mean and σ is
the standard deviation.

z = x − µ

σ
(6)

The output of each neuron of the hidden and output
layers is given by the function ReLU. This function rep-
resents the activation fusion (Equation (7)). Adam’s
optimisation algorithm was used together with the
backpropagation training algorithm [31] to train the
multilayer neural network and calculate the gradient
required for weight adjustment.

σ(x) =
{

x si x ≥ 0;
x si x < 0; (7)

The training phase of the ANN determines the con-
nection weights needed to give the desired response.
The first step is to assign random weight values to all
links between neurons. Next, the parameter values of
the k-th experiment from the training data list are
passed through the network. The estimated value is
compared with the desired value using the functions:
mean square error (MSE) and mean absolute error
(MAE).

The different weights connecting the elements in
the neural network are adjusted and approached to
the target output value. Equation (8) represents the
update of the synaptic weights, based on the calculated
error in each neuron.

w′ji(n) = wji(n) + ∆wji(n) (8)

Where w′ji(n) represent the adjusted weights,
wji(n) are the previous weights and ∆wji(n) is the
synaptic weight correction. After updating all weights
according to the training error, an epoch (n) is com-
pleted. An epoch is when all training trials (60 for this
study) are evaluated. If the MSE is not lower than a
specific target, the process is repeated by updating the
weights and increasing the number of epochs required
until the target is reached.

3. Results and discussion

The results are reported in two stages, (1) experimental
analysis of influential factors on the output variables
(Taber wear index and hardness) and (2) wear predic-
tion by neural network.

3.1. Experimental analysis of output variables

Figure 5 details the specimens subjected to the abra-
sion test where the topology of the specimens has
undergone a noticeable change. The main evidence is
shown in the quality of the track left by the grinding
wheel. This is consistent with the results presented,
which indicate that there is a 70% difference in mass
loss between the white (Clear Resin) and blue (Tough
Resin) specimens. The latter being the most resistant
to abrasion.

Figure 5. Tested specimens - wear resistance.
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On the other hand, regarding the hardness test,
it can be said that the hardness scale of the resins
increases as the curing time increases. In other words,
there is a directly proportional relationship. The Clear
resin presents its maximum peak of Shore D hardness
at 15 minutes of curing with an average of 88.4, being

the highest among the two resins used in the study.
The Tough resin presents its maximum peak at 60
minutes of cure with an average hardness scale of 78.6.

Table 4 shows the distribution of the data from a
full factorial model.

Table 4. Training data. Full Factorial model with 5 experimental runs

N° CURED ORIENTATION ABRASION CLEAR TOUGH N° CURED ORIENTATION ABRASION CLEAR TOUGH
[min] [°] RESIN RESIN [min] [°] RESIN RESIN

1 30 0 0.73 1.00 0.00 31 60 45 0.06 0.00 1.00
2 30 45 0.43 1.00 0.00 32 60 45 0.08 0.00 1.00
3 120 45 0.11 0.00 1.00 33 0 45 0.06 1.00 0.00
4 15 0 0.69 1.00 0.00 34 60 45 0.12 0.00 1.00
5 120 0 0.57 0.00 1.00 35 0 45 0.64 1.00 0.00
6 60 0 0.36 0.00 1.00 36 15 0 0.45 1.00 0.00
7 0 45 0.64 1.00 0.00 37 30 0 0.52 1.00 0.00
8 0 0 11.80 1.00 0.00 38 0 0 11.80 1.00 0.00
9 30 0 0.52 1.00 0.00 39 30 45 0.31 1.00 0.00
10 0 0 0.74 0.00 1.00 40 0 45 0.31 0.00 1.00
11 0 0 0.88 0.00 1.00 41 0 0 0.64 0.00 1.00
12 120 45 0.06 0.00 1.00 42 30 45 0.36 1.00 0.00
13 0 0 0.90 0.00 1.00 43 120 0 0.48 0.00 1.00
14 15 45 0.33 1.00 0.00 44 15 45 0.41 1.00 0.00
15 60 0 0.43 0.00 1.00 45 15 45 0.45 1.00 0.00
16 30 45 0.50 1.00 0.00 46 0 45 0.27 0.00 1.00
17 0 0 11.80 1.00 0.00 47 15 0 0.43 1.00 0.00
18 120 45 0.10 0.00 1.00 48 30 0 0.70 1.00 0.00
19 0 45 0.64 1.00 0.00 49 15 0 0.96 1.00 0.00
20 0 45 0.29 0.00 1.00 50 0 0 11.80 1.00 0.00
21 60 45 0.14 0.00 1.00 51 120 0 0.41 0.00 1.00
22 120 45 0.08 0.00 1.00 52 120 45 0.09 0.00 1.00
23 15 45 0.49 1.00 0.00 53 0 0 0.72 0.00 1.00
24 120 0 0.48 0.00 1.00 54 60 45 0.15 0.00 1.00
25 30 0 0.47 1.00 0.00 55 0 45 0.18 0.00 1.00
26 15 45 0.49 1.00 0.00 56 0 45 0.21 0.00 1.00
27 60 0 0.37 0.00 1.00 57 60 0 0.50 0.00 1.00
28 0 45 0.64 1.00 0.00 58 30 45 0.45 1.00 0.00
29 15 0 0.43 1.00 0.00 59 0 0 11.80 1.00 0.00
30 60 0 0.49 0.00 1.00 60 120 0 0.33 0.00 1.00

Figure 6 shows the experimental results for the
main effects of hardness and wear rate at 5% signifi-
cance level. For hardness (Figure 6a), it is observed
that both resin type and curing time are incident varia-
bles (p-value < 0.01 for the two factors in the ANOVA
analysis). Impression orientation is not incident (p-

value > 0.01). On the other hand, figure 6b shows that
all factors (resin type, curing time and impression ori-
entation) are incident on abrasion resistance (p-value
< 0.01) for all factors. For both response variables, the
resin with the highest performance is Clear resin.

(a) (b)

Figure 6. Main effects plot. a) Hardness, b) Abrasion resistance - Tabber test
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Figure 7 shows the hardness behaviour of the two
resins (Clear, Tough Resin) as a function of curing
time; (figure 7a), corresponding to the Clear resin,
shows a higher hardness. However, the highest values
are in the range of 15 to 30 minutes. On the other
hand, a similar behaviour is observed in the Tough
resin (figure 7b), where it is evident that the longer
the curing time, the higher the hardness. To achieve
these results, a curing range of 60 minutes is necessary.
It is also observed that the recommended curing time
should not be exceeded because it does not improve

the hardness of the material.
Figure 8 shows the abrasion results. The two resins

have a distinct pattern of behaviour. As they are not
cured, they do not show good stability (low strength).
The abrasion resistance increases when the two resins
are cured for the first time. Regardless of the time, it is
observed that the change is noticeable between 0 min
and 5 min (Resin Clear 8a). Thereafter, as shown by
the tensile strength results, the values do not show no-
ticeable changes. In other words, the longer the curing
time, the higher the abrasion resistance.

(a) (b)

Figure 7. Experimental results. (a) Clear Resin: Hardness vs Orientation vs Post – Cured (b) Tough Resin. Hardness
vs Post Cured time Vs Orientation.

(a) (b)

Figure 8. Experimental results. (a) Clear Resin: Wear resistance vs Orientation vs Post – Cured (b) Tough Resin.
Wear resistance vs Post Cured time Vs Orientation.

3.2. Abrasive wear and hardness prediction by
artificial neural network

A neural model was developed to estimate the Taber
wear rate (TDI) and hardness based on different combi-
nations of stereolithographic 3D printing. The database
was obtained through laboratory tests. The experimen-
tal data used for the training stage was divided by
cross-validation into 80% for training and 20% for
validation. It was developed with a feed - forward
and back propagation neural scheme on a total of 60
experimental data.

The best performing model was the 5-96-96-1 ar-
chitecture. The activation function ReLu was used for
both the hidden layers and the output layer. Figure 9
shows the relationship between the values obtained by
neural training and the values obtained experimentally.

The evolution of the MAE and MSE with the
epochs for the designed neural network is presented
in Figure 10, where the convergence of the results is
observed. The MAE at the end of the abrasive wear
training procedure resulted to be 0.09 using Clear resin
and an MSE value of 0.01. To measure the accuracy of
the ANN, the correlation coefficient (R2) between the
results and the targets was calculated. In this case, R2
= 0.75 represents a correlation between experimental
and estimated values. The MAE is 2.47 using tough
resin and an MSE value of 14.3. The correlation coef-
ficient (R2) between the results and the targets was
calculated. In this case, R2 = 0.97.

MAE evaluated the predictive performance of the
model, MSE and R2 values. Previous research [26],
[32, 33] recommends that the model should have high
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R2 and low MAE and MSE for the neural model to
have high efficiency. Figure 11 shows the results of
the ANN training process after reaching the minimum
gradient. Table 5 presents the results of MAE and
MSE after network training.

(a) (b)

(c) (d)

Figure 9. Overall comparison between predicted and ex-
perimental values of abrasive wear. a) Abrasive wear with
Clear Resin b) Abrasive wear with Tough Resin c) Hard-
ness with Clear Resin d) Hardness with Tough Resin

Table 5. MAE, MSE and R2 statistics of the neural model

DATA SET MAE MSE R2
Abrasive wear of Clear resin

Training 0.06 0.01
0.75Validation 0.09 0.01

Tough resin abrasive wear
Training 0.06 0.01

0.69Validation 0.09 0.02
Clear resin hardness

Training 3.88 33.48
0.92Validation 4.28 35.46

Tough resin hardness
Training 2.17 14.41

0.97Validation 2.47 14.33

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 10. Evolution of the mean absolute error and
evolution of the mean squared error with the number of
epochs. a) MAE of abrasive wear with Clear Resin b) MSE
of abrasive wear with Clear Resin c) MAE of abrasive wear
with Tough Resin d) MSE of abrasive wear with Tough
Resin e) MAE of hardness with Clear Resin f) MSE of
hardness with Clear Resin g) MAE of hardness with Tough
Resin h) MSE of hardness with Tough Resin

(a) (b)

(c) (d)

Figure 11. Regression between the data presented by the
neural network and the real values obtained experimentally
for abrasive wear. a) Abrasive wear with Clear Resin b)
Abrasive wear with Tough Resin c) Hardness with Clear
Resin d) Hardness with Tough Resin

Table 6 presents the best hyperparameter settings
for the neural model, considering the statistical results
and computational cost.
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Figure 12 illustrates the distribution of the resid-
uals of the model. Most of the residuals are close to
zero, which determines the satisfactory performance
of the proposed neural network model. The residuals
are not close to a normal curve. This behavior may be
due to the small sample size considered for training.

(a) (b)

(c) (d)

Figure 12. The distribution plot of residuals tends to a
Gaussian curve, i.e. most of the residuals tend to approach
the value of zero. a) Abrasive wear Clear Resin b) Abrasive
wear with Tough Resin c) Hardness with Clear Resin d)
Hardness with Tough Resin

Table 6. Hyperparameters of the neural network model

PARAMETER VALUE
Network architecture 5 - 96 - 96 - 1

Input parameters - Resin type
- Curing time
- Print orientation

Output parameters Taber wear index (IWT) and hardness
Activation function ReLu

Optimiser Adán
Performance function - Mean sqare error (MSE)

- Mean absolute error (MAE)
- Coefficient of determination (R2)

Learning rate 0.001
Number of iterations 500

Batch size 10

The prediction of the network was determined
through the estimated values during the validation
of the neural network model. However, it is observed
that several values do not agree with the real data.
This problem could be caused by the following three
factors: type of material, lack of sampling accuracy
and the architecture of the neural network.

Table 7 represents the percentage error presented
by the network on each validation data. The results
indicate the similarities between the experimental stud-
ies and the neural model, supporting the reliability of
the model.

Table 7. Abrasion rate of the prediction error compared
to actual values

DATA SET % ERROR
Clear resin abrasive wear 19.34
Tough resin abrasive wear 19.60

Clear resin hardness 6.87
Tough resin hardness 3.92

4. Conclusions

The first objective is related to the analysis of the
mechanical properties of the resins, it was determined
that hardness and stress increase as a function of the
post-curing time of each resin. The Tough and Clear
resins have shown a definite pattern in their behavior,
especially in hardness and abrasion. When uncured,
their properties are lower than when cured at 60 min,
which is in line with the manufacturer’s recommen-
dations. This jump is very noticeable especially in
hardness and tensile strength. If the curing time is
increased, their properties have a negligible increase.
After the maximum curing time of 120 min, there will
be no appreciable improvement in properties.

The neural network model successfully predicted
the experimental results with a mean square error of
0.014 and a mean absolute error of 0.085 using clear
resin. The MAE is 2.27 using tough resin and an MSE
value of 14.33. The correlation coefficient (R2) between
the results and the targets was calculated. In this case,
R2 = 0.97. This shows that the predicted results agree
with the measured values. It is also verified that the
artificial neural network model is reliable and that
the predicted results provide useful information for
developing new abrasive wear resistant materials.

The visual surface diagrams constructed with the
network results can be used to monitor the impact of
wear evolution, reduce damage, and prevent compo-
nent fracture. Finally, it is concluded that SLA 3D
printing with Clear and Tough resins are good alterna-
tives for use in the printing of emerging components
due to their hardness and good abrasive wear behavior.

The abrasion experiment is limited to a medium
grade. Due to the use of grinding wheels of the type
mentioned above. As there is a specific degree of abra-
sion, the experimental conditions are limited to those
proposed by the ISO 9352 abrasion standard. If it is
necessary to know the behavior of the material un-
der high and low abrasion, it is advisable to conduct
experiments using grinding wheels that meet the re-
quirements.
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Abstract Resumen
The present research work presents the optimal en-
ergy management of an isolated microgrid based on
unconventional renewable energy sources. For this
purpose, an economic dispatch problem is proposed
that seeks to supply the electrical demand at the low-
est possible operating cost, based on a mixed integer
nonlinear optimization problem. The nonlinearity of
the algorithm is presented by including the character-
istic equation that describes the real operation of the
generating set in the optimization model. The input
data to the economic dispatch, such as solar radia-
tion and wind speed, were obtained from the NASA
platform located on the Santa Cruz Island, Galapa-
gos province, Ecuador. In addition, the electricity
demand data was obtained from real measurements
of the area. The economic dispatch problem has been
solved for 12, 24 and 168 hours, obtaining a propor-
tional energy distribution for each case of 50.40%
supplied by the photovoltaic generator, 23.92% by
the diesel generator, 17.14% by the battery bank and
5.53% by the wind generator; therefore, the demand
was totally supplied, meeting the objective that the
generating set does not exhibit intermittencies and
obtaining the lowest operating cost of the system.

El presente trabajo de investigación muestra la gestión
óptima de la energía de una microrred aislada basada
en fuentes de energía renovable no convencional. Para
lo cual se plantea un problema de despacho económico
que busca abastecer la demanda eléctrica al menor
costo de operación posible, a partir de un problema de
optimización no lineal entero mixto. La no linealidad
del algoritmo se presenta al incluir la ecuación carac-
terística del funcionamiento real del grupo electrógeno
en el modelo de optimización. Los datos de entrada al
despacho económico como radiación solar y velocidad
del viento fueron obtenidos de la plataforma de la
NASA situada sobre la isla Santa Cruz, provincia
de Galápagos, Ecuador. Además, los datos de la de-
manda eléctrica fueron obtenidos de mediciones reales
del sector. El problema de despacho económico se ha
resultado para 12, 24 y 168 horas respectivamente,
obteniendo una distribución energética proporcional
para cada caso del 50.40 % suministrada por el gene-
rador fotovoltaico, 23.92 % por el generador diésel,
17.14 % por el banco de baterías y 5.53 % por el
generador eólico, por lo que la demanda fue abaste-
cida en su totalidad cumpliendo con el objetivo de
que el grupo electrógeno no presente intermitencias y
obteniendo el menor costo de operación del sistema.

Keywords: Economic dispatch, mixed-integer non-
linear optimization problem, non-conventional renew-
able energy, isolated microgrid.

Palabras clave: despacho económico, problema de
optimización no lineal entero mixto, energía renovable
no convencional, microrred aislada
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1. Introduction

At present, the population growth has led to a sig-
nificant increase in the electrical consumption rate,
and conventional generation units are not capable of
completely fulfilling the power demand of large cities.
In addition, these resources do not reach the entire
population, due to either the distance from the electric
network to the end user, or to economic conditions
that do not allow to extend transmission lines to sup-
ply isolated areas [1–3]. This led to the alternative
of initiating supply projects based of unconventional
renewable energy sources, such as solar, wind, biomass,
among others. These projects seek to supply the elec-
trical demand of isolated areas or are a supplement for
the general energy sector [4, 5].

The implementation of small electric generation
plants has gained strength in recent years, due to the
electric power supply shortfalls in the region, and es-
pecially in Ecuador, where the electric demand of its
continental territory is mainly supplied by hydroelec-
tric generation, but it maintains a deficit in the elec-
tric supply in the island territory, thus widely relying
on polluting generation units such as diesel genera-
tors [6, 7].

In light of the electrical energy deficit in the island
region and the increasing use of generation units based
on alternative energy sources, the idea arises to supply
the electrical demand of isolated areas through uncon-
ventional renewable energy [8,9]. For this purpose, it
is necessary to develop an energy management system
that solves the economic dispatch problem through an
association between operating costs and power gener-
ated, optimally and efficiently balancing the supply of
the electrical demand [10,11].

In this context, this research presents the evalu-
ation of an optimization model that seeks to supply
the electrical demand of an isolated microgrid using
unconventional renewable energy. It incorporates a
quadratic equation that models the real operation of
the diesel generator in the objective function, enabling
the solution of a mixed-integer nonlinear economic dis-
patch problem for 24, 48, and 168 hours of operation

under various constraints.

1.1. Related works

A literature review of different research works about
economic dispatch of isolated microgrids is presented
below.

The use of quadratic programming for solving eco-
nomic dispatch problems is promoted in [12], where
the quadratic function is determined using the variable
scaling method to minimize system operating costs.
On the other hand, [13] presents a predictive control
strategy that employs an algorithm based on fuzzy
logic to address an economic dispatch problem, con-
sidering different variables and potential scenarios of
load and renewable energy generation capacity.

The issue of the uncertainty associated to unconven-
tional renewable energies, which limits their usage, is
addressed in [14]. However, a parameter simplification
approach can be used to tackle the stochastic nature of
these energies. In addition, [15,16] propose the inclu-
sion and solution of the uncertainty of unconventional
renewable energies, by means of a consensus algorithm
through centralized and distributed economic dispatch,
highlighting the importance of these constraint condi-
tions to enhance the performance of the final dispatch.

On the other hand, the use of quadratic dynamic
programming is proposed in [17, 18], as a solution
aimed at improving the control of load losses in the
economic dispatch. In addition, in [19] it is sought to
ensure the supply of electrical energy for an isolated
microgrid, using prediction algorithms that enable to
identify load data as input to the economic dispatch.
Using a batch processing method, the performance of
the model is enhanced.

Finally, Table 1 presents a literature review of the
last three years, analyzing various research works that
validate the possibility of posing a mixed-integer non-
linear optimization problem, seeking to minimize sys-
tem operating costs with the purpose of completely
supplying the electrical demand, considering different
dispatchable and non-dispatchable generation units
from unconventional renewable energy sources and a
model of a generating set.
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Table 1. Literature review

Publication year Authors Description Reference
1 2022 E. López-Garza, R. F.

Domínguez-Cruz, F. Martell-
Chávez, and I. Salgado-Tránsito

This paper presents a hybrid economic dispatch model that combines a linear model with a fuzzy
logic system, aiming to minimize and maximize the levels of wind and hydroelectric generation to
meet the electrical demand in Mexico.

[20]

2 2020 H. Xu, Z. Meng, and Y. Wang This paper presents an optimization model that incorporates the uncertainty of unconventional
renewable energies within economic dispatch. Its goal is to display the response of the demand
considering the impact of the variation of transferable loads and identifying customer satisfaction.

[21]

3 2020 L. Jian, Z. Qian, Z. Liangang,
and Y. Mengkai

This paper presents a comparison between the centralized and distributed economic dispatch
problems in terms of system structure, performance requirements and solution processes. The
aim is to establish the advantages and disadvantages of each approach.

[22]

4 2022 K. Chen, Z. Zhu, and J. Wang This paper presents a quasi-quadratic online adaptive dynamic optimization problem, aimed at
supplying the demand of smart buildings through the proposed economic dispatch. It incorporates
demand uncertainty and shows to outperform traditional algorithms.

[23]

5 2022 Xu, F., Zhang, X., Ma, X., Mao,
X., Lu, Z., Wang, L., and Zhu, L.

This paper presents an economic dispatch problem for a microgrid, which incorporates load
prediction using various types of neural networks. The aim is to supply the demand of the system
in conjunction with the electrical grid; better results were obtained when including the load
uncertainty in the optimization problem.

[24]

1.2. Nomenclature

Objective function

• T: Evaluation horizon.

• t: Time.

• CD: Diesel generator cost.

• Qdt: Diesel consumption from the power as a
function of time.

• CENS : Unsupplied power cost.

• PENSt : Unsupplied power as a function of time.

• CSH : Spillage power cost.

• PSHt
: Spillage power as a function of time.

• CUBESS : Battery bank usage cost.

• P C
Bt

: Power of the batteries in charge mode as a
function of time.

• P D
Bt

: Power of the batteries in discharge mode as
a function of time.

• ηC : Efficiency of the batteries in charge mode.

• ηD: Efficiency of the batteries in discharge mode.

Equation of the battery bank costs

• CIBESS : BESS investment cost.

• Emax: Maximum energy.

• Nciclos: Number of battery cycles.

Balance equation

• PDt
: Diesel power as a function of time.

• PST
: Solar power as a function of time.

• PWt : Wind power as a function of time.

• Dt: Demand as a function of time.

Diesel power constraint equation

• PDmin
: Minimum diesel power.

• PDmax : Maximum diesel power.

Diesel quadratic equation

• A: First constant of the quadratic equation.

• a: Second constant of the quadratic equation.

• c: Third constant of the quadratic equation.

BESS constraint equation

• Et: Energy of the battery bank as a function of
time.

• E0: Initial energy of the battery bank.

• Et−1: Energy as a function of time that deter-
mines the actual conditions of the battery bank.

• Emin: Minimum energy.

Equation of the BESS binary variables

• XC
t : Battery charge mode as a function of time.

• XD
t : Battery discharge mode as a function of

time.

SOC equations

• SOCt: Battery state of charge as a function of
time.

• SOCmin: Minimum battery state of charge.

• SOCmax: Maximum battery state of charge.
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2. Materials and methods

Economic dispatch ensures the optimal operation of
all generation units, by supplying electrical demand
at the lowest operating cost [25, 26]. Figure 1 displays
the methodology to carry out the proposed economic
dispatch problem. First, it is essential to gather the
input data that enable to supply the demand of the
isolated microgrid. Then, the mixed-integer nonlinear
optimization problem must be defined and, finally, it
is necessary to evaluate the response of the economic
dispatch to obtain different results.

Figure 1. Economic dispatch methodology

2.1. Input data for the economic dispatch

The input data for the economic dispatch are depicted
in the block diagram in Figure 2, where the solar power
aims to supply most of the electrical demand, given
that the Galápagos province experiences the highest
values of solar irradiation in the country, as evidenced
in Ecuador’s solar map [27]. This map identifies the
maximum value of global solar irradiation scale at
around 6 kWh/m2day, as shown in Figure 3.

Next, it is shown the behavior of the unconventional
renewable energy generation units used, as input data
for economic dispatch. The solar irradiation and wind
speed values were obtained from [28], then converted
into electrical power based on the needs of the case
study and plotted for the 168 hours. Figure 4 depicts
the solar power behavior over a 24-hour period, while
Figure 5 displays the wind power behavior throughout
the same 24-hour period. It can be observed that solar
power reaches a maximum value of 70 kW, whereas
wind power only reaches a maximum of 3 kW.

Figure 2. Block diagram used in economic dispatch

Figure 3. Global Solar Irradiation in Ecuador [27]

Figure 4. Solar power generation

Figure 5. Wind power generation

Furthermore, the remaining input units described
in Figure 2 correspond to the BESS (Battery Energy
Storage System) power, consisting of a total of 165
batteries that will be charged with electrical energy by
the solar generation unit. Table 2 displays the technical
features of the battery utilized, a RELION lithium-ion
battery [29] selected due its deep cycle features, provid-
ing a depth of discharge of 42% with a life cycle of 2500
cycles. In addition, based on the battery parameters
and specifications, the BESS operating cost and its
efficiencies in both charge and discharge modes were
obtained.
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Table 2. Battery manufacturer´s data [29]

Model RELION BATTERRY RB100T
Nominal voltage 12.8 V Nominal capacity 100 Ah
Charge voltage 13.5 V Charge current 5 A – 50 A

Maximum charge current 280 A + 50 A (32+10 ms) Cut-off voltage 14.2 V – 14.6 V
Operation temperature Discharge: –20 °C a + 60 °C Charge: –20 °C a + 45 °C

Life cycle
2500 cycles (42%DOD)
3500 cycles (20%DOD)

The diesel power belongs to the generating set;
in this case, this corresponds to a diesel generator
that requires a quantity of fossil fuel for its operation.
The hourly consumption ratio is limited by the power
output of the diesel generator. For this purpose, a
quadratic equation has been established, derived from
a second-order polynomial nonlinear approximation
due to its similarity with the real behavior of the gen-
erating set. The amount of fuel as a function of the
power delivered by the diesel generator is defined in
equation (7); furthermore, equation (4) bounds the
diesel power consumption between a maximum and
minimum value established by the manufacturer.

On the other hand, the electrical demand has been
obtained from a load study of a real household in
Santa Cruz Island, part of the Galápagos Province in
Ecuador. The electrical demand data used as input for
the economic dispatch, is depicted in Figure 6 for a
24-hour interval, where a maximum consumption value
of 40 kW can be identified. At last, the outputs of the
economic dispatch establish the technological mix for
proper system operation based on the BESS power in
charge/discharge mode, diesel generator power, power
spillage and unsupplied energy.

Figure 6. Electric demand

2.2. Mixed-integer nonlinear optimization
problem

Building upon the mixed-integer linear programming
(MILP) optimization problem demonstrated in [30], a
mixed-integer nonlinear programming (MINLP) model
has been established, which proposes the use of a
quadratic function consistent with the real behavior of

the diesel generator curve. This model aims to mini-
mize the operating costs within the optimization prob-
lem, while ensuring the supply of electrical demand
for an isolated microgrid. The proposed optimization
model is described below.

2.2.1. Objective function

From the optimization problem stated in [30], it may
be established the objective function shown in equa-
tion (1), which seeks to minimize the operating cost of
an isolated microgrid in a time interval of 168 hours
(one week).

J = Min
T∑

t=1

(
CDQdt

+ CENSPENSt
+ CSHPSHt

+

+ (CUBESS)
(

P C
Bt

ηC +
P D

Bt

ηD

))
(1)

Where CD represents the diesel generation cost,
Qdt

quantifies the amount of fuel based on the power
established by the diesel generator, CENS identifies
the cost of the unsupplied energy, PENSt represents
the unsupplied energy, CSH is the cost attributed to
power spillage, PSHt

represents the power spillage.
On the other hand, CUBESS is the cost of using the

battery bank system (BESS), which is calculated by
means of equation (2) from the investment cost of the
BESS (CIBESS), the maximum energy that the BESS
may deliver (Emax) and the number of cycles (Ncycles)
of the BESS life span. ηC and ηD represent the charge
and discharge efficiency of the BESS according to its
mode of use. At last, P C

Bt
y P D

Bt
identify the charge

and discharge power, respectively.

CUBESS = ClBESS

Emax · Nciclos
(2)

2.2.2. Constraints

The objective function involves various constraints that
ensure a proper solution of the optimization problem.
For instance, the power balance is depicted in equation
(3).

PDt
+PSt

+PWt
−PSHt

+P D
Bt

= Dt−PENSt
+P C

Bt
(3)

The bounds of the objective function are presented
in equation (4), which delimits the power of the diesel
generator, equation (5), which restricts the unsupplied
energy, and equation (6), which constrains the spillage
power.

PDmin ≤ PDt ≤ PDmin (4)
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0 ≤ PENSt
≤ Dt (5)

0 ≤ PSHt
≤ PSt

+ PWt
(6)

Equation (7) defines the quadratic function respon-
sible for controlling the diesel generator, where the
coefficients (a, b, c) are determined through the anal-
ysis of the real behavior of the diesel generator.

QDt
= aPDt

2 + bPDt
+ c (7)

Equation (8) establishes the initial conditions of the
BESS to obtain preliminary energy information, while
equation (9) enables to calculate the BESS energy for
t>0. Equation (10) constrains the BESS energy.

Et = E0 +
(
P C

Bt
∗ ηC

)
−

(
P D

Bt

ηD

)
(8)

Et = Et−1 +
(
P C

Bt
∗ ηC

)
−

(
P D

Bt

ηD

)
(9)

Emin ≤ Et ≤ Emax (10)

The use of binary variables is represented in equa-
tions (11), (12) and (13), which will enable to know
the state of the BESS in any of its two modes of use:
charge/discharge. It is important to clarify that the
BESS can only operate in one mode of use at a time.

XC
t + XD

t ≤ 1 (11)

Emin ≥ P C
Bt

≥ −Emax ∗ XC
t (12)

Emin ≤ P D
Bt

≤ Emax ∗ XD
t (13)

The state of charge (SOC) of the BESS may be
obtained through equation (14), where Et is the cur-
rent energy and Emax is the maximum energy. This
equation is constrained by equation (15), where the
range of the SOC has been established as (100-0)%.

SOCt = Et

Emax
(14)

SOCmin ≤ SOCt ≤ SOCmax (15)

2.3. Response of the economic dispatch

The methodology used to solve the optimization prob-
lem is shown in Figure 7, which depicts the flow di-
agram for the validation of the economic dispatch.
Initially, the input data for the optimization problem
must be entered, including electrical demand, solar and
wind power, BESS data, and diesel generator power
for every hour.

Next, it is sought to solve the mixed-integer non-
linear optimization problem (MINLP) using specific
software; in this case, the FICO XPRESS OPTIMIZA-
TION SUITE [31] has been used due to its ease for gen-
erating and interpretating the results. It is necessary
to validate the economic dispatch response under, at
least, three usage criteria: achieving the minimization
of the objective function costs, ensuring compliance
of all constraints, and eliminating the intermittencies
produced by the generating set.

If the economic dispatch response is unsatisfactory,
the optimization model should be adjusted to correct
its functioning. On the other hand, if the economic
dispatch response is satisfactory, the results from the
specialized software can be exported, interpreted and
plotted.

Finally, this procedure has been used for all case
studies proposed in this research work. Merely by al-
tering the runtime of the optimization problem, results
for the economic dispatch may be obtained for 24, 48,
and 168 hours.

Figure 7. Flow diagram of the economic dispatch

3. Results and discussion

This section presents the parameters of the isolated mi-
crogrid used as a case study for the proposed economic
dispatch problem. Figure 8 depicts a didactic scheme
that illustrates the operation of the microgrid utilized
in this research work, considering dispatchable and
non-dispatchable generation units aimed at supplying
the demand continuously.
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Figure 8. Diagram of the isolated microgrid based on
ERNC

Table 3 displays the bounds of the different gener-
ation units used in the proposed economic dispatch,
including the bounds of the power demanded by the iso-
lated microgrid. Table 4 presents the parameters used
to model the Battery Energy Storage System (BESS),
highlighting the efficiencies in charge/discharge mode,
the degradation percentage, and the state of charge
bounds. Table 5 shows the operating costs used in the
optimization problem, such as the BESS investment
cost obtained from the total cost of the battery bank,
the BESS usage cost calculated using equation (2) and
the diesel operation cost defined from [32]. Finally, the
spillage energy cost corresponds to 10% of the diesel
inherent value, and the unsupplied energy cost is set
as 5 times the diesel cost.

Table 3. Installed capacity and power demanded by the
microgrid

Element P_min (kW) P_max (kW)
BESS 0 211

Diesel generator 10 40
Solar generator 0 135
Wind generator 0 1.2

Demand 15.19 41.4

Table 4. BESS parameters

Name Variable Valor Unidad
Maximum nominal energy Emax 211 kWh

Life time Nciclos 2500 Ciclos
Percentage degradation % degradación 80 %

Discharge efficiency ηD 88 %
Charge efficiency ηC 85 %

Minimum state of charge SOCmin 0 %
Maximum state of charge SOCmax 100 %

Table 5. Operating costs

Name Variable Value Unit
BESS investment cost CIBESS 189750 USD

BESS usage cost CUBESS 0.36 USD/ciclo
Diesel operating cost CD 1.25 USD/litro

Unsupplied energy cost CENS 6.25 USD/kW
Spillage energy cost CESH 1.37 USD

3.1. Response of the economic dispatch

Figure 9 illustrates the performance of the different
electrical energy sources that entirely supply the energy
demand over a 24-hour interval, with a contribution
of 56.50% from solar power, 4.23% from wind power,
17.23% from the battery bank, and 21.96% from the
diesel generator, fulfilling the entire electrical demand.

Figure 9. Economic dispatch for 24 hours

Figure 10 depicts the economic dispatch behavior
over 48 hours, which exhibits slight differences com-
pared to the economic dispatch response over 24 hours
in terms of the technological mix. In this case, the
entire electrical demand is also met with 0% unsup-
plied energy, where solar power contributes 56.88%,
wind power 4.81%, the diesel generator 19.20% and
the battery bank 19.11%.

Figure 11 displays the results obtained when solv-
ing the economic dispatch problem for a time period
of 168 hours (one week), highlighting a harmonious
interaction across all days of the proposed week. It
evidences slight differences compared to the previous
two study cases, with solar power contributing 50.40%
to the electrical demand, wind power 5.53%, the diesel
generator 23.92% and the battery bank 17.14%.
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Figure 10. Economic dispatch for 48 hours

Figure 11. Economic dispatch for 168 hours (1 week)

In addition, the previous graphs show that the
diesel generator maintains a continuous ignition point
due to the modeling used in the proposed optimization
problem. The incorporation of the generator through
a quadratic equation eliminates its intermittencies, re-
sulting in continuous on/off moments along time. This
occurred for all three proposed study cases of 24, 48
and 168 hours.

3.2. Discussion of the economic dispatch

A discussion of the results obtained for the three case
studies shown in Figures 9, 10 and 11 is now presented.

For instance, in response to the 24-hour economic
dispatch simulation (Figure 9), it is evident that in the
early hours of the day, the electrical demand is entirely
supplied by the diesel generator, with minimal contri-
bution from the wind generator. From 6:00 AM, the
solar generator begins its operation, gradually taking
over the electrical demand until it exceeds the demand
value. At this point, the surplus energy is stored by
the battery bank, which switches to charging mode.

From 4:00 PM onwards, the diesel generator comes
into operation, supported by the battery bank in dis-
charge mode and minimally by the wind generator,
successfully supplying the remaining hours of the day
until reaching 12:00 AM.

Figure 10 displays a behavior similar to the first day,
with slight variations in the hours of interaction among
different energy sources due to the unpredictable na-
ture of the Unconventional Renewable Energy (URE)
Sources. It is worth noting that the power of the Bat-
tery Energy Storage System (BESS) in the charging
state represents an electrical energy consumption, thus
becoming part of the demand. The batteries store en-
ergy when they are discharged and supply energy when
they reach their maximum charge; in this case, they
achieve 100% state of charge (SOC).

Finally, in Figure 11 a satisfactory supply of elec-
trical demand is analyzed. There is a recurrence in
the behavior of energy sources, displaying a pattern
especially noticeable in the diesel generator, which
maintains intervals of complete shutdown during cer-
tain hours of the day, reducing operating costs and
continually supporting the Battery Energy Storage
System (BESS). It is important to note that the wind
power maintains a constant, albeit minimal, continuous
energy contribution due to the climatic conditions of
the isolated microgrid, with slight fluctuations. Despite
these fluctuations, it continues to provide electrical en-
ergy 24 hours a day throughout the entire week under
analysis.

On the other hand, Figure 12 illustrates the BESS
usage cycle, which relates the power in charge/dis-
charge mode with the BESS state of charge, following a
positive (charge) and negative (discharge) cycle within
a 24-hour interval. The BESS reaches its maximum
energy charge around 2:00 PM due to the available
solar resources, enabling it to cover the demand and
charge the BESS. Meanwhile, from 6:00 PM, it begins
to discharge, reaching complete discharge around 12:00
AM.

Figure 12. BESS usage cycle in 24 hours

Figure 13 depicts the BESS usage cycle over a 48-
hour interval, demonstrating the similarities between
the curves. This similarity arises from the energy sup-
plied by the solar generator, which provides different
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daily peaks of charge and discharge every day.

Figure 13. BESS usage cycle in 48 hours

Finally, Figure 14 illustrates the BESS usage cycle
over 168 hours, demonstrating a cyclic process through-
out the entire week. It is evident that the battery bank
achieves maximum charges of 100% SOC and complete
discharges to 0% SOC, which validates its operation
within the proposed economic dispatch problem. Thus,
it may be concluded that the BESS contributes con-
tinuously and efficiently to the electrical demand.

Figure 14. BESS usage cycle in 168 hours

4. Conclusions

The present research work presents the assessment of
an economic dispatch problem through a mixed-integer
nonlinear programming optimization model, which in-
corporates the modeling of the actual behavior of the
diesel generator as a second-degree polynomial equa-
tion.

The input data for the economic dispatch were
obtained from Santa Cruz Island in the Galápagos
Province, Ecuador. Solar irradiation and wind speed
values were identified using the NASA web platform,
while the electrical demand data correspond to real
data from the actual location. In addition, a battery
bank and a diesel generator were dimensioned to meet
the demand of the region in case of unconventional
renewable energy deficiency.

The economic dispatch results were obtained for
24, 48, and 168 hours at an hourly resolution, showing
the contribution of all generation units to meet the

demand proportionally: solar generator 54.40%, BESS
17.14%, diesel generator 23.92% and wind generator
4.43%.

The intermittent behavior of the generating set
was effectively controlled, limiting the operation of
the diesel generator to a maximum of 8 hours, while
simultaneously achieving minimization of operating
costs and meeting the entire electrical demand.

Finally, as future work it is proposed to incorporate
the uncertainty of the input data into the economic
dispatch problem, to obtain a stochastic optimization
problem. In addition, it could be also carried out a
comparison between the response of the mixed-integer
nonlinear economic dispatch and a mixed-integer lin-
ear economic dispatch, which includes modeling the
generating set using piecewise linearization.
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Abstract Resumen
Substations are key facilities within an electrical sys-
tem, untimely failures tend to cause low quality and
negative effects on the electrical supply. An early in-
dicator of potential electrical equipment failure is the
appearance of hot spots; therefore, its detection and
subsequent programmed correction avoids incurring
in major failures and unnecessary operation stops. In
this research, 64 experiments of the YOLOv5 algo-
rithm were carried out, with the purpose of proposing
an automated computer vision mechanism for the de-
tection of hot spots in thermal images of electrical
substations. The best results show a mAP value of
81.99 %, which were obtained with the YOLOv5m al-
gorithm and the transfer learning application. These
results leave a basis to deepen and improve the per-
formance of the algorithm by varying other hyperpa-
rameters to those considered in this study.

Las subestaciones son instalaciones clave dentro de
un sistema eléctrico; las fallas intempestivas tienden a
causar baja calidad y efectos negativos del suministro
eléctrico. Un indicador temprano de posibles fallas
en los equipos eléctricos es la aparición de puntos
calientes; por lo que su detección y posterior correc-
ción programada evita incurrir en fallas mayores y
paradas de operación innecesarias. En esta investi-
gación se realizaron 64 experimentos del algoritmo
YOLOv5, con la finalidad de proponer un mecan-
ismo automatizado de visión por computadora para
la detección de puntos calientes en imágenes térmicas
de subestaciones eléctricas. Los mejores resultados
muestran un valor mAP de 81,99 %, los cuales se
obtuvieron con el algoritmo YOLOv5m y la apli-
cación de transfer learning. Estos resultados dejan
una base para profundizar y mejorar el desempeño
del algoritmo, variando otros hiperparámetros a los
considerados en el presente estudio.

Keywords: Electrical substations, Hot spots, Ob-
ject detection, Thermal images, Transfer learning,
YOLOv5

Palabras clave: aprendizaje por transferencia, detec-
ción de objetos, imágenes térmicas, puntos calientes,
subestaciones eléctricas, YOLOv5
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1. Introduction

Electric substations are facilities composed of equip-
ment necessary for voltage, frequency, phase quantity
transformations, or circuit connections. This type of
equipment is often situated near power generation
plants or in non-urban areas [1, 2]. Ensuring the ade-
quate quality of the electrical supply mandates that
these pieces of equipment remain operational for most
of their lifespan [3, 4]. It is customary for faults in
electric substations to be anticipated by the emergence
of what specialists refer to as hotspots. These elements
exhibit a temperature above their regular operation
compared to other equipment with similar characteris-
tics and operating conditions [5].

Hotspots usually arise due to an increase in elec-
trical resistance in a circuit, resulting from various
factors such as dirt, false contacts, overcurrents, load
imbalances, and insulation loss, among others. These
hotspots are not visible to the naked eye, so their de-
tection requires specialized techniques such as infrared
thermography. However, the analysis must be carried
out manually by an expert or specialist in the field,
involving a significant time investment and the risk of
human errors in the diagnosis [6].

This non-invasive technique is employed for measur-
ing the temperature of various objects without the need
for direct physical contact. To perform this measure-
ment, the infrared radiation from the electromagnetic
spectrum is captured using thermal cameras, which
generate images in the infrared spectrum [7].

Artificial Intelligence (AI) is a discipline that has
had a significant technological impact in recent years
and is being applied in various sectors, including the
electrical field [8]. The combination of thermography
and AI techniques encompasses a wide range of appli-
cations, such as predictive maintenance in industrial
environments, assessment of built structures, identifi-
cation of energy losses, detection of thermal bridges,
location of gas emissions, identification of areas with
elevated temperatures, medical research, weather fore-
casting, military applications, among others [9].

Object detection is a crucial aspect of artificial in-
telligence and computer vision, aiming to identify one
or multiple objects in images or videos. Within the do-
main of object detection, algorithms are broadly cate-
gorized into two primary groups: (i) Manual extraction
(handcrafted features) and (ii) Automatic extraction
(based on deep learning). The latter category is sub-
divided into one-stage and two-stage object detection
algorithms, with the former achieving detections in
less time (See Figure 1) [10].

Figure 1. Object detection algorithms [11]

YOLO, an acronym for "You Only Look Once,"
stands out as a prominent object detection algorithm,
particularly notable for its real-time detection and
recognition of multiple objects. In contrast to alter-
native algorithms like SSD or Faster R-CNN, YOLO
approaches detection as a regression problem, deliver-
ing probabilities linked to each identified class within a
single algorithmic execution. The distinctive strengths
of YOLO encompass its (i) rapid processing speed,
facilitating real-time detection; (ii) exceptional accu-
racy attributed to a notably low error rate; and (iii)
noteworthy learning capacity [12].

YOLOv5, the fifth iteration of the YOLO algo-
rithm, is presented as a one-stage object detector,
emerging as one of the most viable options for real-
time object detection (FPS) [13]. Figure 2 illustrates
the architecture of YOLOv5, unveiling the algorithm’s
custom layers, predominantly composed of convolu-
tions and max-pooling. Additionally, the pseudocode
for YOLOv5 is provided in Figure 3.

Mathematically (see equation (1)), the model pre-
dicts the coordinates bx, bx, bw, bh of bounding boxes
and the confidence C, indicating the presence of an ob-
ject in each cell of an SxS grid. Each cell is responsible
for detecting the objects within it. These predictions
are derived by applying a sigmoid function (σ) to the
output of a neural network, where W represents the
neural network’s weights, f(x) is the input, and b is
the bias. The model generates these predictions for B
boxes, enabling it to detect multiple objects in a sin-
gle pass, rendering it efficient for real-time detection.
YOLOv5 primarily incorporates three techniques: (i)
the use of residual blocks, (ii) bounding box regression,
and (iii) intersection over union (IOU) [14]. Figure 4
illustrates the results of the combination of these three
techniques.

B · (bx, by, bw, bn, C) = σ(W · f(x) + b) (1)
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Figure 2. Architecture of YOLOv5 [15]

Figure 3. Pseudocode - YOLOv5 [15]

Figure 4. YOLOv5 – Combination of techniques [14]

Here is a compilation of prior research and studies
related to this topic.

To ensure the integrity of electrical power systems,
an investigation was carried out employing a convo-
lutional neural network (CNN) based on the YOLO
object detection algorithm. Predictions were made
concerning the coordinates, orientation angle, and clas-
sification of each equipment component. Experimental
results suggest that this approach is resilient to noise,
attaining an accuracy level of 93.7% by using a graphics
processing unit (GPU) during the training phase [16].

Power equipment is a crucial energy system com-
ponent, constituting the focal point of operation and
maintenance. According to Li [17], infrared anomaly
detection technology is an effective method for identi-
fying faults in electrical equipment due to its safety,
simplicity, and intuitiveness. The implementation of
YOLOv3 was proposed using a set of infrared images
collected in the field, achieving an mAP (Mean Aver-
age Precision) value of 34.63% and a recovery rate of
21%.

Greco et al. [18] point out that faults commonly
appear as hotspots on the surface of photovoltaic pan-
els. Consequently, they conducted an investigation
focused on hotspot detection using YOLO. The study
demonstrated that this algorithm can segment panels
in an image efficiently. A quantitative evaluation was
carried out, including a comparison with previously
established approaches for photovoltaic panel detec-
tion. The experimental results obtained affirmed the
robustness and effectiveness of YOLO.

The use of CNN demands high computational and
memory capacity. Nguyen et al. [19] proposed an ob-
ject detection method based on a CNN and YOLO,
considering the PASCAL VOC labeling format. The
model achieved an mAP value of 64.16%.

A comparative study of three object detection al-
gorithms in images [12] revealed that (i) Single Shot
Detector or SSD [20] performs poorly in detecting
small objects compared to Faster R-CNN. SSD has
the disadvantage of requiring an extensive dataset and
data augmentation techniques for training, which is
computationally expensive and increases the execution
time. (ii) Faster R-CNN [21] is more accurate, but
its algorithmic complexity involves a prolonged train-
ing time. Additionally, Faster R-CNN is considerably
slower than YOLO and requires analyzing each image
multiple times, unlike YOLO. Finally, (iii) YOLO [22]
stands out for its optimized and efficient model com-
pared to SSD and Faster R-CNN. The latest versions
of the algorithm offer low latency and improvements
in training and execution time. YOLO also allows real-
time operation and better accuracy, especially when
employing transfer learning techniques [23].

Regarding traditional object detection techniques,
some of the most commonly used include K-means
clustering, support vector machines, fuzzy systems,
and Histograms of Oriented Gradients (HOG), among
others [24], which have demonstrated precision levels
exceeding 80%. However, the primary purpose of this
article is not to delve into traditional techniques but to
provide alternatives based on modern and specific al-
gorithms for object detection, such as YOLOv5. Never-
theless, Table 1 (compiled from [24–26]) presents a com-
parison between traditional techniques and YOLOv5,
highlighting the superiority of YOLOv5 in key aspects
for object detection.
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Table 1. Comparison between YOLOv5 and traditional techniques

Characteristic Traditional techniques YOLOv5
Precision Variable and dependent on the quality of manual

features or specific parameters.
High precision, especially in real-time detection of multiple
objects of different sizes.

Handling object overlap Challenges may arise when dealing with object over-
lap.

Effective handling of object overlap due to its ability to predict
multiple bounding boxes.

Adaptability to different object
sizes

Manual adjustments are required to adapt to dif-
ferent object sizes.

Scalable and can adapt to objects of different sizes.

Generalization capacity Lower generalization capacity to new situations
without manual adjustments.

Ability to generalize patterns and features automatically in
different scenarios.

End-to-End training The training process is more complex, involving
multiple stages and adjustments.

End-to-end training facilitates implementation and reduces
the need for manual intermediate stages.

Real-time performance Variable performance. It can be slow, depending on
the technique and the number of manual features.

Designed explicitly for achieving real-time detection, making
it efficient for practical applications.

Handling large datasets Some traditional techniques may have limitations
when handling large datasets.

Efficient handling of large datasets, leveraging the GPU’s
capability to accelerate operations.

It is worth mentioning that YOLO has various ap-
plications; however, according to the literature analysis,
these techniques have not been employed to identify
hotspots in thermal images of electrical substations,
representing an innovative approach. Therefore, this
study is a continuation of an investigation previously
published by the authors in this prestigious journal [27].
The aim is to examine the performance of four versions
of the YOLOv5 algorithm by conducting 64 experi-
ments applied to hotspot detection. To achieve this, a
set of thermal images from electrical substations cap-
tured by an energy distribution company in northern
Peru is employed.

The paper begins with a detailed description of
the algorithm and the methodology employed. Subse-
quently, the results are presented, and the correspond-
ing conclusions are outlined.

2. Materials and methods

The research began with capturing thermal im-
ages, followed by the labeling process, preprocessing
procedures, and dataset division. Subsequently, the
pre-trained weights of YOLOv5 versions YOLOv5s
(small), YOLOv5m (medium), YOLOv5l (large), and
YOLOv5x (extra-large) were obtained. After this, 64
experiments were conducted and evaluated using vari-
ous metrics. Figure 5 illustrates the implementation
process. The details of the process are outlined in the
subsequent sections.

2.1. Field data collection

The methodology began with the collection of field
data through thermal image capture. To facilitate
this procedure, the TP8S infrared camera was em-
ployed, characterized by a spectral range of 8-14 µm,
an FPA detector (384x288 pixels, 35 µm), a 22°×16°/35
mm field of view, automatic electronic focus,
thermal sensitivity ranging from 0.08 °C a 130 °C,
and a continuous zoom capability from ×1 to ×10.

Figure 5. Steps for the implementation of YOLOv5.

Figure 6. Electromagnetic spectrum of an electrical sub-
station
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The data source employed in this study consists of
815 thermographic images acquired by professionals
from an entity dedicated to the distribution of elec-
trical energy in the northern region of Peru. Figure 6
illustrates an example of generating a thermographic
image of an electrical substation by capturing radiation
in the electromagnetic spectrum.

These images displayed a 384 × 288 pixels resolu-
tion and were classified into two main classes: electrical
lines and electrical substations (See Table 2).

Table 2. Distribution of the original dataset

Classes Total
Line 342

Substation 473

2.2. Dataset labeling

This dataset was labeled by a specialist in hotspot de-
tection within thermographic images using the Guide
IrAnalyser and LabelImg tools. Each identified hotspot
was linked to a corresponding text file for the un-
derlying image, documenting the object class and its
coordinates in a specific format: [category number] [X-
coordinate of the object’s center] [Y-coordinate of the
object’s center] [object width in X direction] [object
width in Y direction]. Figure 7 illustrates the format
employed to represent two hotspots. This format is
reiterated in each row according to the number of
identified and labeled hotspots.

Figure 7. Text file – 2 hotspots

2.3. Preprocessing and dataset splitting

During the image preprocessing stage, histogram nor-
malization was performed to adjust the pixel intensity
distribution in each thermal image, thereby enhancing
its inherent characteristics.

At the outset, 815 images were available, compris-
ing 342 images of power lines and 473 of electrical
substations, as outlined in Table 2. Nevertheless, after
labeling images with hotspots, the number of images
was reduced to 138. Out of these, 116 pertained to sub-
stations and 22 to power lines. Consequently, this study
was exclusively dedicated to the analysis of electrical
substations.

Subsequently, the images were uploaded to the
Roboflow platform, and using the "hold-out" splitting

technique, three datasets were generated: (i) a set of 81
images designated for training, (ii) a set of 23 images
for validation, and (iii) a set of 12 images for testing.

Data augmentation techniques were implemented
to increase the number of images and enhance training
effectiveness, incorporating transformations such as
horizontal inversion, vertical inversion, rotation, shear-
ing, and cropping. This led to an expanded dataset
comprising 278 images: (i) 243 images for training, (ii)
23 for validation, and (iii) 12 for testing.

Andrew Yan-Tak Ng, director of the Artificial In-
telligence Laboratory at Stanford University, states
the following in an article published in Spectrum, a
journal edited by IEEE: “In various industries, having
millions of data to train artificial intelligence models is
challenging; therefore, having a small quantity of truly
good or high-quality images can be useful for build-
ing defect inspection systems. In addition, accuracy
increases when working with the weights of pre-trained
models” [28].

2.4. Download of pre-trained weights

The pre-trained weights of the four algorithms belong-
ing to YOLOv5 were downloaded to enhance the so-
lution’s performance. These pre-trained weights were
applied to the convolutional layers of the detector,
significantly contributing to increased accuracy per-
centages and reduced training process durations. Table
3 provides detailed information about the pre-training
weights associated with each algorithm and the num-
ber of parameters contained in each algorithm. It is
noteworthy that YOLOv5s stands out as the least
complex algorithm, whereas YOLOv5x is the most
sophisticated regarding parameters and complexity.

Table 3. Weight and parameters of each algorithm

Algorithm
Trained weights Parameters

(MB) (millions)
YOLOv5s 14.1 7.2
YOLOv5m 40.8 21.2
YOLOv5l 89.3 46.5
YOLOv5x 166 86.7

2.5. Model training

A total of 64 experiments were conducted on the
Google Colaboratory (Colab) platform, as detailed
in Table 4. The free version of Colab provides an Intel
Xeon processor with 2.30 GHz, an NVIDIA Tesla K80
GPU accelerator, 13 GB of RAM, and 40 GB of disk
space.
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Table 4. Weight and parameters of each algorithm

Exp. Algorithm Batch size Data aug-
mentation

Transfer
learning

E1 YOLOv5s 4 No No
E2 YOLOv5s 8 No No
E3 YOLOv5s 16 No No
E4 YOLOv5s 32 No No
E5 YOLOv5s 4 No Sí
E6 YOLOv5s 8 No Sí
E7 YOLOv5s 16 No Sí
E8 YOLOv5s 32 No Sí
E9 YOLOv5s 4 Sí No
E10 YOLOv5s 8 Sí No
E11 YOLOv5s 16 Sí No
E12 YOLOv5s 32 Sí No
E13 YOLOv5s 4 Sí Sí
E14 YOLOv5s 8 Sí Sí
E15 YOLOv5s 16 Sí Sí
E16 YOLOv5s 32 Sí Sí
E17 YOLOv5m 4 No No
E18 YOLOv5m 8 No No
E19 YOLOv5m 16 No No
E20 YOLOv5m 32 No No
E21 YOLOv5m 4 No Sí
E22 YOLOv5m 8 No Sí
E23 YOLOv5m 16 No Sí
E24 YOLOv5m 32 No Sí
E25 YOLOv5m 4 Sí No
E26 YOLOv5m 8 Sí No
E27 YOLOv5m 16 Sí No
E28 YOLOv5m 32 Sí No
E29 YOLOv5m 4 Sí Sí
E30 YOLOv5m 8 Sí Sí
E31 YOLOv5m 16 Sí Sí
E32 YOLOv5m 32 Sí Sí
E33 YOLOv5l 4 No No
E34 YOLOv5l 8 No No
E35 YOLOv5l 16 No No
E36 YOLOv5l 32 No No
E37 YOLOv5l 4 No Sí
E38 YOLOv5l 8 No Sí
E39 YOLOv5l 16 No Sí
E40 YOLOv5l 32 No Sí
E41 YOLOv5l 4 Sí No
E42 YOLOv5l 8 Sí No
E43 YOLOv5l 16 Sí No
E44 YOLOv5l 32 Sí No
E45 YOLOv5l 4 Sí Sí
E46 YOLOv5l 8 Sí Sí
E47 YOLOv5l 16 Sí Sí
E48 YOLOv5l 32 Sí Sí
E49 YOLOv5xl 4 No No
E50 YOLOv5xl 8 No No
E51 YOLOv5xl 16 No No
E52 YOLOv5xl 32 No No
E53 YOLOv5xl 4 No Sí
E54 YOLOv5xl 8 No Sí
E55 YOLOv5xl 16 No Sí
E56 YOLOv5xl 32 No Sí
E57 YOLOv5xl 4 Sí No
E58 YOLOv5xl 8 Sí No
E59 YOLOv5xl 16 Sí No
E60 YOLOv5xl 32 Sí No
E61 YOLOv5xl 4 Sí Sí
E62 YOLOv5xl 8 Sí Sí
E63 YOLOv5xl 16 Sí Sí
E64 YOLOv5xl 32 Sí Sí

The hyperparameters used included a learning rate
of 0.01, a momentum of 0.937, a weight decay of 0.0005,
200 epochs, 4 batch sizes, and the SGD optimizer.

To prevent model overfitting, the "Scaled weight de-

cay" regularization and the "Early stopping" technique
were incorporated and configured with a patience of
100, meaning the model will halt training if no improve-
ments are observed in the last 100 epochs. Additionally,
the weights from the best epochs are stored in each
run, and the results of the mAP, Precision, Recall,
and Loss curves are analyzed. Figure 8 illustrates the
training flow of YOLOv5.

Figure 8. YOLOv5 training flowchart

2.6. Analysis of results

After the training of each model, analyses of metrics
such as Precision (2), Recall (3), F1-score (4), loss rate,
and mAP (5) were conducted, the latter being calcu-
lated based on Average Precision (6). TP represents
the set of true positives, FP false positives, FN false
negatives, and N the number of classes.

Several studies indicate that metrics such as F1-
score and mAP (Mean Average Precision) are appro-
priate for model comparison [12], [29].

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

F1SCORE = 2 ∗ precision ∗ recall

precision + recall
(4)
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mAP = 1
n

k=n∑
k=1

APk (5)

AP =
k=n−1∑

k=0

[Recalls(k) − Recalls(k + 1) ∗ P recisions(k)]

(6)

3. Results and Discussion

Below, the results obtained by each of the four versions
of YOLOv5 are presented.

3.1. YOLOv5s

YOLOv5 small achieved better results (mAP = 69.42%
and F1-score = 68.23%) when training the model with
experiment 5, i.e., with a batch size of 8, 171 epochs,
applying transfer learning, and without incorporating
data augmentation (See Table 5).

Table 5. YOLOv5 small – Training Results

Exp. Precision Recall F1-score mAP
E1 47.16 % 67.57 % 55.55 % 50.26 %
E2 75.97 % 51.35 % 61.28 % 59.77 %
E3 59.97 % 64.86 % 62.32 % 65.08 %
E4 55.95 % 75.68 % 64.34 % 64.70 %
E5 60.40 % 78.38 % 68.23 % 69.42 %
E6 59.17 % 78.33 % 67.42 % 65.44 %
E7 79.98 % 53.99 % 64.47 % 68.99 %
E8 57.57 % 70.27 % 63.29 % 57.24 %
E9 80.00 % 54.05 % 64.51 % 64.65 %
E10 57.43 % 72.97 % 64.27 % 64.96 %
E11 56.39 % 59.46 % 57.89 % 53.07 %
E12 55.26 % 56.76 % 56.00 % 52.85 %
E13 67.72 % 56.70 % 61.72 % 56.30 %
E14 57.12 % 64.80 % 60.72 % 59.94 %
E15 58.31 % 75.68 % 65.87 % 58.82 %
E16 58.47 % 64.86 % 61.50 % 60.52 %

3.2. YOLOv5m

YOLOv5 medium achieved better results than
YOLOv5s (mAP = 81.99% and F1-score = 78.57%)
when training the model with experiment 22, i.e., with
a batch size of 16, 139 epochs, applying transfer learn-
ing, and without incorporating data augmentation (See
Table 6).

Table 6. YOLOv5 medium – Training Results

Exp. Precision Recall F1-score mAP
E17 59.01 % 70.27 % 64.15 % 50.26 %
E18 86.13 % 51.35 % 64.34 % 59.77 %
E19 70.27 % 70.26 % 70.27 % 65.08 %
E20 65.71 % 62.16 % 63.89 % 64.70 %
E21 70.72 % 78.38 % 74.35 % 69.42 %
E22 70.21 % 89.18 % 78.57 % 65.44 %
E23 74.34 % 78.31 % 76.28 % 68.99 %
E24 74.28 % 70.24 % 72.20 % 57.24 %
E25 84.05 % 45.95 % 59.41 % 64.65 %
E26 88.62 % 43.24 % 58.12 % 64.96 %
E27 58.95 % 62.16 % 60.51 % 53.07 %
E28 49.97 % 75.68 % 60.19 % 52.85 %
E29 91.60 % 59.46 % 72.11 % 56.30 %
E30 64.82 % 64.86 % 64.84 % 59.94 %
E31 69.42 % 67.50 % 68.45 % 58.82 %
E32 81.42 % 59.46 % 68.73 % 60.52 %

3.3. YOLOv5l

YOLOv5 large achieved results similar to YOLOv5m
(mAP = 81.88% and F1-score = 80.51%) when train-
ing the model with experiment 37, i.e., with a batch
size of 8, 180 epochs, applying transfer learning, and
without incorporating data augmentation (See Table
7).

Table 7. YOLOv5 large – resultados del entrenamiento

Exp. Precision Recall F1-score mAP
E33 80.70 % 45.95 % 58.55 % 55.38 %
E34 60.97 % 67.57 % 64.10 % 62.77 %
E35 55.97 % 75.68 % 64.35 % 68.42 %
E36 61.86 % 70.13 % 65.74 % 63.07 %
E37 89.79 % 72.97 % 80.51 % 81.88 %
E38 73.80 % 83.78 % 78.48 % 79.98 %
E39 68.11 % 81.08 % 74.03 % 78.10 %
E40 89.18 % 67.57 % 76.88 % 80.56 %
E41 57.14 % 64.86 % 60.76 % 61.48 %
E42 73.04 % 51.27 % 60.25 % 59.81 %
E43 52.99 % 70.27 % 60.42 % 63.03 %
E44 49.12 % 75.65 % 59.56 % 65.17 %
E45 73.53 % 67.56 % 70.42 % 71.16 %
E46 80.47 % 78.38 % 79.41 % 77.68 %
E47 82.20 % 64.86 % 72.51 % 71.97 %
E48 69.22 % 72.95 % 71.04 % 70.16 %

3.4. YOLOv5xl

YOLOv5 extra-large achieved slightly lower results
than YOLOv5m and YOLOv5l (mAP = 79.25% and
F1-score = 76.92%) when training the model with ex-
periment 56, i.e., with a batch size of 32, 178 epochs,
applying transfer learning, and without incorporating
data augmentation (See Table 8). This was the only
case where the best results were achieved with a batch
size that was relatively larger compared to the other
three algorithms.
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Table 8. YOLOv5 extra-large – Training Results

Exp. Precision Recall F1-score mAP
E49 51.32 % 51.28 % 51.30 % 55.38 %
E50 53.29 % 64.86 % 58.51 % 62.77 %
E51 62.42 % 67.57 % 64.89 % 68.42 %
E52 67.51 % 67.57 % 67.54 % 63.07 %
E53 77.04 % 72.56 % 74.73 % 81.88 %
E54 72.09 % 83.70 % 77.46 % 79.98 %
E55 69.76 % 81.06 % 74.99 % 78.10 %
E56 73.17 % 81.08 % 76.92 % 80.56 %
E57 57.12 % 64.86 % 60.74 % 61.48 %
E58 49.99 % 64.86 % 56.47 % 59.81 %
E59 56.51 % 70.27 % 62.64 % 63.03 %
E60 77.26 % 45.91 % 57.59 % 65.17 %
E61 70.96 % 59.45 % 64.70 % 71.16 %
E62 76.66 % 62.16 % 68.65 % 77.68 %
E63 71.42 % 81.03 % 75.92 % 71.97 %
E64 73.78 % 83.78 % 78.46 % 70.16 %

3.5. YOLOv5 – Best results

A ranking of the 64 experiments was generated, con-
sidering the Mean Average Precision (mAP) as the
classification factor (See Table 9).

Table 9. Details of the conducted experiments

Exp. Ranking Loss mAP Mejor
época

E1 63 0.05484 50.26 % 157
E2 52 0.05137 59.77 % 153
E3 31 0.04212 65.08 % 167
E4 34 0.04340 64.70 % 143
E5 22 0.04060 69.42 % 171
E6 29 0.03988 65.44 % 190
E7 23 0.04106 68.99 % 146
E8 56 0.04953 57.24 % 193
E9 35 0.04657 64.65 % 115
E10 32 0.03710 64.96 % 168
E11 61 0.03740 53.07 % 134
E12 62 0.03750 52.85 % 185
E13 57 0.03718 56.30 % 76
E14 50 0.03360 59.94 % 74
E15 54 0.02952 58.82 % 127
E16 49 0.03107 60.52 % 200
E17 44 0.05050 62.57 % 160
E18 25 0.05133 68.49 % 139
E19 33 0.04590 64.73 % 194
E20 60 0.05628 53.40 % 175
E21 17 0.04042 72.87 % 107
E22 1 0.04541 81.99 % 139
E23 12 0.04426 75.69 % 182
E24 11 0.04362 75.97 % 154
E25 45 0.05280 61.87 % 86
E26 46 0.04952 61.65 % 86
E27 42 0.05051 62.80 % 88
E28 39 0.04908 63.09 % 63
E29 16 0.05071 73.20 % 108
E30 28 0.04914 66.17 % 69
E31 27 0.04743 68.35 % 37
E32 20 0.04665 70.96 % 63
E33 58 0.05487 55.38 % 154
E34 43 0.04841 62.77 % 153
E35 26 0.04331 68.42 % 182
E36 40 0.03910 63.07 % 123
E37 2 0.01974 81.88 % 180
E38 4 0.01602 79.98 % 128
E39 7 0.01615 78.10 % 125
E40 3 0.01396 80.56 % 160
E41 47 0.04325 61.48 % 136
E42 51 0.03757 59.81 % 162
E43 41 0.03571 63.03 % 60

Exp. Ranking Loss mAP Mejor
época

E44 30 0.03288 65.17 % 126
E45 19 0.01628 71.16 % 182
E46 8 0.01431 77.68 % 124
E47 18 0.01702 71.97 % 43
E48 21 0.01196 70.16 % 165
E49 64 0.06242 44.01 % 184
E50 53 0.04919 58.92 % 198
E51 37 0.04517 63.48 % 198
E52 14 0.04052 74.29 % 196
E53 9 0.02470 77.62 % 50
E54 6 0.01478 78.78 % 178
E55 13 0.01468 75.57 % 87
E56 5 0.01247 79.25 % 178
E57 48 0.04357 61.42 % 101
E58 59 0.04474 54.13 % 181
E59 36 0.03493 64.20 % 156
E60 55 0.03677 58.66 % 98
E61 38 0.01463 63.36 % 165
E62 24 0.01390 68.92 % 89
E63 15 0.01015 73.42 % 109
E64 10 0.01134 77.01 % 92

The most outstanding results for each algorithm
are documented in Table 10 and presented graphically
in Figure 9 (mAP), Figure 10 (precision), Figure 11
(recall), Figure 12 (training loss rate) and Figure 13
(validation loss rate). In the four evaluated scenarios,
it is observed that the most remarkable performance
was achieved by employing transfer learning without
incorporating data augmentation.

From the 64 experiments conducted, the most
outstanding model was developed by employing
YOLOv5m and training it for 139 epochs, with a batch
size of 8, without incorporating data augmentation and
applying the transfer learning technique.

Table 10. Top performances for each algorithm

Algorithm Experiment mAP Best epoch Ranking
YOLOv5s E5 69.42 % 171 22
YOLOv5m E22 81.99 % 139 1
YOLOv5l E37 81.88 % 180 2
YOLOv5xl E56 79.25 % 178 5

Figure 9. YOLOv5 – Best results: mAP – Model training
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Figure 10. YOLOv5 – Best results: Precision – Model
training

Figure 11. YOLOv5 – Best results: Recall – Model train-
ing

Figure 12. YOLOv5 – Best results: Loss rate – Model
training

Figure 13. YOLOv5 – Best results: Loss rate – Model
validation

Figure 14 illustrates the graphical representation
of the proposal derived from this research. The first
step in the process is to incorporate the thermographic
image database; then, the model is trained using the
YOLOv5m algorithm, and finally, hotspots are de-
tected in images of electrical substations.

Figure 15 displays various predictions made by
the model, along with their respective percentages.
These results were obtained using images from the
test dataset, which were not previously included in the
training and validation phases of the model.

Figure 14. Proposed model

Figure 15. YOLOv5 medium – Hotspot detection
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4. Conclusions

The primary aim of this study was to delve into innova-
tive perspectives diverging from conventional artificial
intelligence techniques. Special attention was directed
towards the YOLOv5 object detection algorithm, ac-
knowledging its remarkable efficiency in training pro-
cesses.

Four iterations of the YOLOv5 algorithm under-
went evaluation across 64 experiments, trained with
a dataset of thermal images sourced from electrical
substations. The findings reveal a discernible trend
towards enhanced precision with an escalation in the
number of training epochs, coupled with exploring al-
ternative values beyond those employed in this study,
encompassing optimizers, hyperparameters, and oth-
ers.

Integrating data augmentation techniques has a
negative impact on the precision of the models across
all evaluated scenarios. Conversely, the transfer learn-
ing strategy, incorporating pre-trained weights for con-
volutional layers, enhances performance. Regarding
the batch size, optimal results were attained within
the range of 4 to 32, justified by the inherent size
constraints of the current dataset. Nevertheless, it is
crucial to note that this parameter may vary in future
research involving more extensive datasets of thermo-
graphic images.

Scaled weight decay and Early stopping techniques
were crucial in preventing overfitting. In this context,
early termination of training was implemented when
there was no improvement in performance over a spe-
cific number of epochs.

The findings of this research establish a valuable
foundation for future investigations exploring the ap-
plication of similar algorithms in the domain of hotspot
detection in the electrical sector. As a recommenda-
tion for subsequent studies, it is advised to consider
incorporating models with additional variants of the
YOLOv5 algorithm, such as YOLOv5n6, YOLOv5s6,
YOLOv5m6, YOLOv5l6, YOLOv5x6, or exploring al-
ternative approaches like R-CNN and Faster R-CNN,
among others. Based on the outcomes of this study,
it could be anticipated that these explorations could
result in enhanced performance.

Ultimately, exploring the possibility of integrating
the developed model into a thermographic camera is
highly recommended, thus facilitating real-time alert
generation during image capture in the field.
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Abstract Resumen
Network theory techniques have recently contributed
to the analysis of electrical power systems, enabling
faster computational solutions. Taking advantage of
the topological information of a network, it becomes
possible to characterize its elements both locally (in-
dividual network components) and globally (interac-
tions and behavior of the components). Identifying the
crucial elements within an electrical system involves
classifying each component based on its interaction
with the entire network, considering, possibly, vari-
ous operating conditions. Current network centrality
measures predominantly focus on nodes, which rep-
resent connection buses in the system, to quantify
the significance of individual elements. In this study,
we employ the linegraph technique to transform links
into nodes. Subsequently, we calculate and catego-
rize the links (representing lines and transformers)
of different electrical networks found in the litera-
ture using three centrality measures. Moreover, our
methodology allows for the aggregation or combina-
tion of the indices from each measure, leading to a
unified classification based on the importance of links
in the considered electrical power systems. Analyz-
ing diverse networks reveals a consistent empirical
distribution of centrality indices, resulting in simi-
lar classifications of significant elements regardless of
network size.

El análisis de sistemas eléctricos de potencia se ha
apoyado, recientemente, en la aplicación de técnicas
de la teoría de redes, con la finalidad de obtener
soluciones computacionalmente más rápidas. A partir
de la información topológica de una red, es posible
definir características desde lo local (elementos de
la red) hasta lo global (comportamiento e interac-
ción de los elementos). La identificación de elementos
importantes de un sistema eléctrico, consiste en clasi-
ficar cada uno de los elementos desde su interacción
con toda la red, y, posiblemente, tomando en cuenta
diversas condiciones de operación del sistema. Las
medidas de centralidad en redes, que permiten asig-
nar importancia cuantitativa a los elementos de un
sistema, están definidas en su mayoría para los nodos
(representan buses de conexión) de las mismas. En
este trabajo, a partir de la transformación de enlaces
a nodos, según la técnica linegraph, se calculan y
clasifican los enlaces (representan líneas y transfor-
madores) de diversas redes eléctricas de la literatura,
de acuerdo con tres medidas de centralidad. Adicional-
mente, el procedimiento presentado permite agregar
o combinar los índices de cada medida, y obtener
una única clasificación según su importancia para los
enlaces de los sistemas eléctricos de potencia consi-
derados. La diversidad de redes analizadas permite
concluir que la distribución empírica de los índices
de centralidad es similar, y origina una clasificación
de elementos importantes semejantes, independiente
de la dimensión de la red.

Keywords: Centrality measures, electrical networks,
linegraph, link classification
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1. Introduction

Identifying important electrical power systems (EPS)
elements involves determining the most relevant com-
ponents under one or several specific operating condi-
tions. In this regard, the works of various authors [1–3]
can be cited. Based on the evaluation of power flows
in the EPS, they select elements whose deactivation
results in the greatest load rationing.

Other researchers have focused on identifying the
elements that most affect the vulnerability of EPS [4,5],
the elements with the most significant potential to trig-
ger cascading failures in the EPS [6], and the elements
that impact the reliability of the EPS [7].

Recently, research on the analysis of power sys-
tems has focused on network theory to achieve faster
computational solutions. This approach does not in-
volve evaluating the physical equations governing the
system’s behavior but relies solely on the topological
characteristics of the network [8].

The approach based on centrality measures is
widely used to assess the importance of elements in
a network, considering exclusively the topology. Ac-
cording to Newman [9], researchers aim to answer
the following question: What are the most important
or central nodes in a network? Although most cen-
trality measures are defined for nodes in the system,
some scientists have extended node centrality [10] to
links. Considering this, the previous question can be
answered from the perspective of network links.

In the case of electrical power systems, the links
(representing energy transmission lines or electrical
transformers) are more important than in other types
of systems. As pointed out by Ortiz et al. [11], central-
ity measures (considered on the links) are helpful be-
cause they enable an understanding of the importance
of a link that connects with other links to facilitate the
flow of electrical energy between sources and loads.

Some authors [11, 12] focus on transforming the
original network into an equivalent one, converting
the links from the original network into nodes in the
equivalent network. In this equivalent network, node
centrality metrics can be assessed, allowing for an in-
direct determination of the importance of the links
in the original network. This transformation is based
on the mathematical concept known as linegraph [13],
which involves creating a new equivalent graph L(G)
from a graph G, where the nodes of L(G) represent
the links of G.

This work aims to classify the links (transmission
lines and/or transformers) of network G according
to their level of importance by transforming network
G, representing the topology of an EPS, into a new
network L(G) using the linegraph [13] and evaluat-
ing centrality measures in networks. To achieve this,
the technique of ordered list aggregation is employed,
which allows combining multiple lists into a single en-

tity. Aggregation poses a common challenge in social
sciences, statistics, and other fields, where it is nec-
essary to merge different ordered lists according to a
specific criterion [14].

1.1. Previous studies

The authors cited in [15] and [8] analyze the Italian
electrical system (hviet) and the Venezuelan electri-
cal system (SENTRONCAL), respectively, from the
perspective of complex networks. The importance of
topology in characterizing the network is determined,
although evaluations and classifications of elements
mainly focus on the nodes of the electrical system.

On the other hand, Hines and Blumsack [16] point
out a clear connection between the network’s topol-
ogy and its vulnerability. This work [16] defines a
measure called “equivalent electrical distance between
pairs of nodes” based on information centrality mea-
sures [17,18].

Some researchers [19] assess various electrical sys-
tems from the literature (IEEE30, IEEE57 and IEEE
118) using centrality measures modified to incorporate
electrical parameters. The considered measures are De-
gree centrality, Closeness centrality, and Betweenness
centrality, all evaluated at the network nodes. Subse-
quently, Nasiruzzaman and Pota [6] propose a method
to assess the stability of power systems based on net-
work theory. They employ, as a centrality measure,
an extension of the concept of Betweenness centrality
called Edgebetweenness centrality; in other words, a
centrality measure applied to network links.

Article [19] proposes an enhanced model of the
closeness centrality index to identify critical nodes in
cascading failure processes within networks. Chen et
al. [5] suggest an index called "weighted line between-
ness" to pinpoint essential transmission lines (network
links). This identification is not solely based on their
electrical power capacity but also on their topologi-
cal arrangement in the network. Amani and Jalili [4]
provide a review of vulnerability and resilience analy-
sis in power systems from the perspective of complex
network theory. They identify a set of measures and in-
dices, emphasizing a summary where specific measures
for nodes and links are mentioned, including some that
are centrality measures or centrality measures adapted
to electrical networks.

Nakarmi et al. [7] conduct a classification of re-
liability analysis in power systems using graphs and
the interaction of their elements. A significant sub-
classification they perform is the "identification of
critical components". This reliability analysis focuses
on finding critical nodes/transmission lines (links) by
analyzing the structural properties of the graphs. They
use standard centrality measures or define new graph-
based metrics, which typically incorporate electrical
characteristics into the standard measure [20–22].
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Bröhl and Klaus [10] point out that while there
are many methods for measuring the centrality of indi-
vidual nodes, there are few metrics for measuring the
centrality of individual links. Consequently, they pro-
pose modifications to widely used centrality concepts
for nodes to be applied to network links, thereby identi-
fying important links or sets of links. They specifically
focus on three indices:

• Betweenness centrality

• Closeness centrality

• Eigenvector centrality

Ortiz et al. [11] utilize the mathematical concept
called linegraph [13], wherein, from an original graph
G, a new graph L(G) can be created, with its nodes
representing the links of G. This facilitates the applica-
tion of traditional centrality measures for nodes to the
links in the network, based on this new graph L(G).
This proposal enables the identification of important
links in the network, applying centrality indices to
links in social networks such as Facebook. They also
suggest that this could provide information about the
importance of a link interconnected with others to
facilitate the flow of information between sources and
destinations.

Built upon the concept of linegraph L(G) [13], this
work aims to classify important links in electrical net-
works, quantifying their centrality values. An aggre-
gation of the previously ordered lists is carried out to
generate a unique classification of the importance of el-
ements, considering and integrating various centrality
measures employed. A comparison of the distribution
of centrality values in different electrical networks an-
alyzed in the literature is conducted.

2. Materials and methods

2.1. Preliminary definitions

2.1.1. Graph

A network, including power systems, can be modeled
as a graph G = (V, E) where V = {v1, ..., vn} repre-
sents the set of nodes (system connection buses) and
E = {e1, ..., em} represents the set of links connecting
the nodes of the graph (transmission lines and trans-
formers). The number of nodes is n = |V |, and the
number of links is m = |E|.

Then, A(G) = (aij) represents the adjacency ma-
trix of the graph G with order n x n, where aij indi-
cates a connection between nodes vi and vj , aij = 1 if
vi y vj are connected, and aij = 0 if they are not.

On the other hand, B(G) = (bij) represents the
incidence matrix of G with order n x m, where bij = 1
if vi and vj are incident, and bij = 0 when they are
not.

2.1.2. Linegraph

The Line Graph L(G) is a graph whose nodes repre-
sent the links of the original graph G and A(L(G))
denotes its adjacency matrix. Equation (1) represents
the adjacency matrix of L(G) with order m x m.

Then:

A (L (G)) =
(
BtB

)
− 2 ∗ Im (1)

Where Im is the identity matrix of dimension m x
m.

Figure 1 shows examples of simple graphs (left)
with their corresponding L(G) (right). The original
nodes are not considered in the L(G) graphs, resulting
in a graph where nodes correspond to links. For in-
stance, in the graph shown in the top left of Figure 1,
with nodes {1, 2, 3} and links a = (1, 2) and b = (2, 3),
it transforms into another graph with only two nodes
{a, b} and a single link {2}.

Figure 1. Graphs G on the left with their corresponding
L(G) on the right. The nodes in L(G) represent the links
in G.

2.1.3. Measures or centrality indices Between-
ness centrality (Betweenness centrality
[23])

According to [24], the betweenness centrality of a node
k can be defined according to Equation (2):

CB
V (k) = 2

(V − 1) (V − 2)
∑

k ̸=i ̸=j

qij (k)
Gij

(2)

Where {k, i, j} εV and qij is the number of short-
est paths between nodes i and j passing through node
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k. Gij is the total number of shortest paths between
vertices i and j.

Closeness centrality (Closeness centrality
[23]). The closeness centrality of the node (for a node
k) is defined according to Equation (3):

CB
V (k) = (V − 1)∑

l dkl
(3)

With {k, l} εV , where dkl denotes the shortest path
length from node k to node l.

Eigenvector centrality (Eigenvector central-
ity [23]). The eigenvector centrality of the node (node
k) is defined as the k-th entry of the eigenvector v⃗
corresponding to the dominant eigenvalue λmax of
the matrix M , derived from the eigenvector equation
Mv⃗ = λv⃗, equation (4), with {k, l} εV . Where M

denotes the adjacency matrix A(v)ε {0, 1}V xV of a net-
work, with A

(v)
ij = 1 indicating a link between nodes i

and j, and 0 indicating no link.

CE
V (k) = 1

λmax

∑
l

MklC
E
V (l) (4)

2.2. Procedure for classifying links according
to their importance

In an EPS, considering its topology exclusively, the
graph G = (V, E). Then, L(G) can be determined,
where its nodes represent the links of the original
graph G. Subsequently, the following is determined
based on this equivalent graph L(G):

• Betweenness centrality (EB)

• Closeness centrality (EC)

• Eigenvector centrality (EE)

The three mentioned centrality measures are de-
termined for each link of the electrical power system
represented as nodes in the equivalent graph L(G).
These measures are normalized and arranged from
highest to lowest, allowing for the classification of the
link’s importance according to the provided index.

Afterwards, the links can be classified as important
based on a pre-established index value. For instance,
it can be stipulated that links with values exceeding
0.9 are deemed the most important in the network
or according to any other criterion established by the
decision-maker.

After obtaining each list or ranking for the consid-
ered centrality indices, a general classification of the
elements combining the characteristics measured by
each index separately can be generated. This allows
determining a unique order of importance for each
element.

This work employs a method to combine ordered
lists based on their importance, determining a compro-
mise order in which the differences or distances from
the ordered lists are minimal. Naturally, other tech-
niques, such as multicriteria decision methods [25], can
be considered to determine the combined order. The
list combination method used in this work is found in
the RankAgregg library [14] of the R software [26]. The
distances between the sought compromise order and
each ordered list are calculated using the Spearman
similarity index, and optimization (minimization of the
sum of distances) is achieved using a heuristic based on
the Cross-Entropy Monte Carlo algorithm [27]. As with
any heuristic, an optimal solution is not guaranteed
for large-scale problems.

Figure 2 illustrates the complete aggregation pro-
cess for selecting link groups in the considered EPS.

Figure 2. Classification process of important elements in
an EPS considering centrality measures.

2.3. Illustrative example of the procedure

To illustrate the procedure described in Figure 2, an
EPS represented by the graph in Figure 3 (left) is
considered. Using the linegraph technique (available
in the igraph library [28]), the equivalent graph, where
links are now presented as nodes, is obtained, as shown
in Figure 3 (right). For example, the link h connecting
nodes 5 and 6 in the graph of Figure 3 (left) corre-
sponds to node h in the graph of Figure 3 (right).

Figure 3. Representative graph of a 9-node EPS (left)
-Equivalent graph (line-graph) of a 9-node EPS using line-
graph (right)



Moronta y Rocco / Network Centrality Measures FOR Classifying Important Components in Electrical Power

Systems based on linegraph transformation 59

For the equivalent graph shown in Figure 3 (right),
the centrality indices (EB, EC, and EE) are calculated
using functions coded in the igraph library [28] of the
R v4.2.2 statistical software [26]. Table 1 displays the
centrality index values of the considered links, ordered
from most important to least important. It is observed
that no single link emerges as the most important
when all three centrality indices are simultaneously
considered. Consequently, there is a need to establish a
compromise ranking. Table 1 provides details of the el-
ements (from-to) corresponding to the graph in Figure
3 (left).

Table 1. Rankings for each index of the links of the repre-
sentative graph of a 9-node EPS.

EB fr
om

to EC fr
om

to EE fr
om

to
1 5 6 1 6 9 1 6 9

0.71 1 6 0.86 5 6 0.98 6 7
0.71 4 9 0.86 6 7 0.87 6 8
0.51 2 7 0.74 7 9 0.77 7 9
0.34 7 9 0.74 6 8 0.69 5 6
0.32 3 5 0.62 1 6 0.66 8 9
0.28 6 7 0.62 4 9 0.65 7 8
0.18 6 8 0.52 8 9 0.63 1 6
0.18 6 9 0.43 7 8 0.45 4 9
0.16 3 4 0.34 2 7 0.37 2 7
0.1 1 2 0.34 4 5 0.14 4 5
0.06 4 5 0.12 3 5 0.03 3 5
0.06 8 9 0 3 4 0.02 1 2

0 7 8 0 1 2 0 3 4

Ultimately, the five most significant elements of the
combined ordered list, also known as the superlist of
links, are presented in Table 2. This list simultaneously
incorporates all three indices using the RankAgregg
package in the statistical software R v4.2.2 [26]. To
achieve this, the RankAgregg method [14] is iteratively
implemented a thousand times on the network, and po-
sitions in the list are determined based on the highest
frequency of element occurrence at each position.

Table 2. Ordered list of the 5 most important elements
of the links in the representative graph of a 9-node EPS,
sorted from highest to lowest.

from to Link
6 9 k
5 6 h
6 7 i
6 8 j
7 9 m

It is worth emphasising that this ordering is ro-
bust, as it persists even after running the selected

aggregation algorithm a thousand times based on an
optimization heuristic.

3. Results and discussion

The procedure for identifying important elements in
an electrical power system is implemented in a set of
16 EPS [29], where only the topology associated with
each system is utilized. Table 3 displays the number
of nodes and links corresponding to each analyzed
network.

Table 3. Topology of the electrical power systems consid-
ered [29]

# Name Nodes Links Note
1 IEEE24 24 34 IEEE24

test case
2 IEEE30 30 41 IEEE30

test case
3 IEEE57 57 80 IEEE57

test case
4 IEEE118 118 186 IEEE118

test case
5 Germany 438 662 German

power

6 SENTRONCAL 80 107 Venezuelan
power

7 hviet 310 347 Italian
power

8 power494 494 586 -
9 power685 685 1282 -
10 power1138 1138 1458 -
11 powerbcspwr 5300 8271 Western US

power
12 powerUS 4941 6594 US power
13 Texas 2007 2607 Texas

power

14 CentralChilean 318 409 Chilean powerPG
15 Spain 1104 1416 Iberian

Peninsula
16 France 904 1163 Frenchpower

Figure 4 illustrates the distribution of centrality
measures for each network mentioned in Table 3. To
achieve this, the value of each considered centrality
measure (EB, EC, and EE) is determined and normal-
ized to compare the networks of the 16 power systems.
In the case of the EB and EE indices, the distribu-
tions are primarily concentrated at low values (to the
left), except for networks with few nodes (IEEE24 and
IEEE30) exhibiting greater dispersion. Meanwhile, the
EC index demonstrates a more equitable distribution.

A specific network is considered, such as the
IEEE57 network, composed of 80 links. In Figure 5,
the normalized values of centrality measures for each of
the 80 links in the network are displayed, highlighting
links 17, 21, and 33 with the highest values in all three
evaluated indices. It is noteworthy that there is not
a single, more important link (technically, a link that
dominates over the rest of the links simultaneously),
and there are indices that assess the importance of each
link differently. Thus, it is necessary to determine a
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unique ranking that combines the relative importance
of each index.

Figure 4. Probability density of centrality values (EB, EE,
and EC) in electrical power systems from the literature in
Table 2

Figure 5. Values of each considered index (top: Between-
ness centrality (EB); middle: Closeness centrality (EC);
bottom: Eigenvector centrality (EE)) for the links of the
IEEE57 network.

For the same IEEE57 network, it is determined
that the decision-maker sets a minimum value of 0.70

for normalized centrality indices to classify a link as
important in the network. On the left side of Figure
6, the ordered list of important links (index values
exceeding 0.70) is displayed for each specific index.
The network’s topology is presented on the right, high-
lighting the important links (blue line) following the
aforementioned criterion.

Figure 6. Important links according to specific centrality
indices (top: Betweenness centrality (EB); middle: Close-
ness centrality (EC); bottom: Eigenvector centrality (EE)),
with their associated graphs (important links are high-
lighted in blue).

Each index orders the links differently. For instance,
the link connecting nodes 13-49 (link 33) is classified
as the most important according to centrality indices:
Betweenness centrality (EB) and Closeness central-
ity (EC); however, it does not appear in the list of
important links according to Eigenvector centrality
(EE).

The algorithm for aggregating ordered lists men-
tioned earlier [14] is used to obtain a ranking that
considers all indices simultaneously. Figure 7 displays
the network L(G) corresponding to IEEE57 and the
first ten elements of the ordered list corresponding to
links 33, 21, 32, 25, 64, 28, 31, 17, 19 and 20 (arranged
from most important to least important).
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Figure 7. Network corresponding to the IEEE57 system
with the first ten links ranked according to their impor-
tance and highlighted in blue.

Considering the original graph representing the
IEEE57 network, the ten most important links are
those shown in Table 4.

Table 4. Ordered list of importance of links in the graph
representing the IEEE57 EPS.

#Link from to
33 13 49
21 9 13
32 13 15
25 11 13
64 38 49
28 12 13
31 13 14
17 8 9
19 9 11
20 9 12

Figure 7 shows that the most important elements
result from the individual lists of centrality indices. For
instance, the element connecting node 13 to node 49 is
the most important in the aggregated list, exhibiting
the highest values in the EB and EC indices. However,
it is positioned seventh in the EE index (with a value
of 0.65 < 0.7).

The number of links to be considered important
can be previously defined by the decision-maker. On
the other hand, the combined list of links considered
important can be used as a baseline for additional
analyses of the electrical system (e.g., protection, vul-
nerability, or resilience studies), thereby reducing the
analysis space to the set of important elements. In the
case of the IEEE57 network, the first ten elements con-
sidered important represent less than 15% of the total
links in the network, which can decrease the number
of potential assessments requiring high computational
demand, especially in networks with a more significant
number of elements.

4. Conclusions

This study proposes a framework that facilitates the
determination of a ranked list based on the importance
of links in an electrical network, utilizing a set of cen-
trality indices. To achieve this, the original network
is transformed into an equivalent one, where links are
represented as nodes. In this equivalent network, a set
of centrality indices is assessed (typically, these indices
are designed for nodes and not for links). Three specific
centrality indices are employed in this study, although
any set of centrality indices could be utilized.

Subsequently, a unique ranking is derived from
these lists, integrating the individually considered prop-
erties and establishing an order of importance for the
network elements.

This procedure was evaluated on a set of networks
that share the characteristic of representing the topol-
ogy of electrical power systems, varying in scale, origi-
nating from different regions of the world, and possibly
following different design criteria. The results suggest
that the estimated statistical distribution of centrality
index values exhibits similar behavior.

The indices evaluated in this study consistently
suggest that the most important links are located in
the "center" of the network, enabling connections with
more peripheral links. It is worth noting that for the
classification of elements in the network, no evaluation
of the specific dynamics of the network is required; in
fact, no additional information beyond the network’s
topology (connections from-to) is needed. Therefore,
the proposed procedure could be applied for faster
assessments than conventional ones in power systems
with incomplete information or simply as input that
narrows down possible solutions in a comprehensive
evaluation considering the equations modeling the elec-
trical phenomenon.

On the other hand, the omission of the specific
electrical phenomenon that enables the evaluation and
classification of elements in the power system consti-
tutes a limitation for this procedure. This is because
important elements, which would only be correctly
classified by the inherent nature of the problem, could
be overlooked.

The future extension of this procedure is proposed
in two fundamental directions. Firstly, it is suggested
to consider centrality measures specifically designed
for electrical systems, incorporating properties of links
such as capacities, impedances, and other relevant
characteristics. Secondly, comparing the results ob-
tained with different schemes for evaluating important
components based on functional analyses of electri-
cal systems, such as stability, power flows, or other
relevant parameters, is recommended.
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Abstract Resumen
This article explores the design and application of
machine learning techniques to enhance traditional
approaches for solving NP-hard optimization prob-
lems. Specifically, it focuses on the Last-Mile Routing
Research Challenge (LMRRC), supported by Amazon
and MIT, which sought innovative solutions for cargo
routing optimization. While the challenge provided
travel times and zone identifiers, the dependency on
these factors raises concerns about the algorithms’
generalizability to different contexts and regions with
standard delivery services registries. To address these
concerns, this study proposes personalized cost matri-
ces that incorporate both distance and time models,
along with the relationships between delivery stops.
Additionally, it presents an improved approach to
sequencing stops by combining exact and approxi-
mate algorithms, utilizing a customized regression
technique alongside fine-tuned metaheuristics and
heuristics refinements. The resulting methodology
achieves competitive scores on the LMRRC validation
dataset, which comprises routes from the USA. By
carefully delineating route characteristics, the study
enables the selection of specific technique combina-
tions for each route, considering its geometrical and
geographical attributes. Furthermore, the proposed
methodologies are successfully applied to real-case sce-
narios of last-mile deliveries in Montevideo (Uruguay),
demonstrating similar average scores and accuracy
on new testing routes. This research contributes to
the advancement of last-mile delivery optimization by
leveraging personalized cost matrices and algorithmic
refinements. The findings highlight the potential for
improving existing approaches and their adaptability
to diverse geographic contexts, paving the way for
more efficient and effective delivery services in the
future.

Este artículo explora el diseño y aplicación de técnicas
de aprendizaje automático para mejorar los enfoques
tradicionales y así resolver problemas de optimización
NP-hard. En particular, se enfoca en el Last-Mile
Routing Research Challenge (LMRRC), apoyado por
Amazon y MIT, que buscaba soluciones innovadoras
para la optimización de rutas de carga. Si bien el
desafío proporcionó tiempos de viaje e identificadores
de zona, la dependencia de estos factores plantea
preocupaciones sobre la generalización de los algorit-
mos a diferentes contextos y regiones con registros
de servicios de entrega estándar. Para abordar estas
interrogantes, este estudio propone matrices de costos
personalizadas que incorporan modelos de distancia y
tiempo, junto con las relaciones entre las paradas de
entrega. Además, presenta enfoques mejorados para la
secuenciación de paradas mediante la combinación de
algoritmos exactos y aproximados, utilizando técnicas
de regresión personalizada junto con metaheurísticas
y refinamientos heurísticos ajustados. La metodología
resultante logra puntajes competitivos en el conjunto
de datos de validación LMRRC, que usa rutas de
EE. UU. Al delinear cuidadosamente las caracterís-
ticas de la ruta, el estudio permite la selección de
combinaciones de técnicas específicas para cada ruta,
considerando sus atributos geométricos y geográficos.
Además, las metodologías propuestas se aplican con
éxito a escenarios de casos reales de entregas en Mon-
tevideo (Uruguay), demostrando puntajes promedio
y precisión similares en nuevas rutas de prueba. Esta
investigación contribuye al avance de la optimización
de la entrega de última milla al aprovechar matrices
de costos personalizadas y refinamientos algorítmicos.
Los hallazgos resaltan el potencial para mejorar los
enfoques existentes y su adaptabilidad a diversos con-
textos geográficos, allanando el camino para servicios
de entrega más eficientes y efectivos en el futuro.

Keywords: Optimization, Routing, Operations, Lo-
gistics, International Competition
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ciones, logística, competencia internacional
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1. Introduction

The proper definition and sequencing of multiple stops
on cargo routes has a direct practical impact on the
transports’ efficacy, logistics and fuel consumption [1].
These factors encourage the search of time-efficient
and optimal solutions capable of performing accept-
ably under real and scalable use cases on every day and
ever-growing demands of deliveries [2]. This section
includes information with regard to the project genesis
over an Amazon’s and MIT’s recent contest and con-
tinues to define the main problems subdivided as both
supervised and unsupervised learning treated on this
document. Finally, once these topics are considered, a
consequent thematic flow is proposed, specifying basis
and original contributions of this work.

1.1. Amazon’s Last-Mile Routing Research
Challenge, supported by MIT

During the course of March to June 2021, the com-
petition known as LMRRC [3] took place, promoting
the participants to group and solve a terrestrial cargo
routing optimization problem with real routes data
from cities of USA with great demand of last-mile
deliveries (i.e. transportation from the initial deposit
or station to several dropoff sites), seeking innovative
original solutions for sequencing geographical nodes.
These data corresponded to stops, packages and travel
times information for each of the 6125 training and val-
idation routes whose segmentation was already defined.
There was a total of 1,457,175 packages and 898,415
stops, where several packages were linked to each stop,
which at the same time were associated to a zone iden-
tifier specific to the city. Each of these routes also had
an actual sequence with which to compare the results
according to an ’order-differential’ score that became
smaller the best the algorithms performed and later
generalized on testing set. The authors’ team, named
AlphaCentauri, classified as one of the top-performing
team of the competition.

1.2. Problem Statement

With focus on expanding the LMRRC initiative, the
global difficulties range from certain supervised learn-
ing aspects through prediction and routing algorithms
with objectives of reaching the best possible results
with respect to predefined solutions.

The current cargo routing problem requests to ap-
proximate a stops sequence solution diagrammed by
experienced drivers based on previous package trans-
ports and route state knowledge. All packages are
weightless but dimensioned, as well as the single trans-
port units per route, which may involve a necessity to
resupply at station. Also, some packages are subject
to fairly loose time windows that limit the packages

provisioning hours. Then, most stops are linked to
geographically distributed zones, with variable depen-
dencies 1:ni for packages and stops as well as stops and
zones. All possible travel times combinations between
stops are known in addition to their coordinates and
the planned service time needed for each package. The
problem is framed as a type of Asymmetric Travel-
ling Salesman Problem with no return or a weighted
Hamiltonian Path Problem with Time Windows and
Capacity constraints.

This article follows a logical disposition in order to
handle the full process of data preparation, structures
organization, algorithms experimentation and results
observation.

Figure 1 shows the global proposed thematic se-
quence. This article will primarily focus on the person-
alized cost matrices formulations and the adaptative
stops routing through extremely diverse routes while
examining main applications, limitations and errors of
the methodologies.

1.3. Literature Review

Large-scale logistics clustering and routing optimiza-
tion problems have been research topics since mid-20th
century, even before the terminology and practices for
unsupervised and supervised learning and contempo-
rary applications premiered. Documents such as [4]
sought using clustering among other techniques for
production scheduling and mobilization optimal esti-
mations, while [5] remains one of the first records of
large routing problem solution approximation. Gen-
eralities of recent investigations on these topics are
mentioned in this section, focusing on contents related
to the current research.

1.3.1. Research on Cargo Routing

The general case of cargo routing involves searching for
the optimal sequence of nodes (known as stops) on a set
of routes for a fleet of vehicles that must satisfy some
customer demands such as the roads’ state, the vehi-
cles’ load capacity, the travel times between each stop,
the processing times per package delivered, the time
windows when some package needs to be dispatched
and the drivers’ working hours. In the following sub-
sections, an overview of usual routing approaches is
undertaken and an exposition through examples of
recent routing investigation topics is presented.

1.3.2. Overview of Routing Approaches.

Certain cargo routing optimization are NP-hard prob-
lems [6] that involve ordering stops to fulfill constraints
for a physical unit carrying dimensioned and weighted
packages [7].
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Figure 1. Diagram of the document’s entire flow consisting of grouped and ordered inter-dependable blocks. Delineated
central block illustrates required validation over provided LMRRC’s datasets.

The initial problem formulation can vary, consider-
ing revisiting the starting stop and the use of single or
multiple transport units. Figure 2 illustrates typical
interrelated problems, including the NP-complete and
NP-hard Vehicle Routing Problem (VRP) [8], that
seeks minimum-length and minimum-time routes for a
fleet. The Quadratic Assignment Problem (QAP) [9],
assigns facilities to different locations to minimize dis-
tances multiplied by flows. The Travelling Salesman
Problem (TSP) [10], finds the shortest sequence vis-
iting each stop exactly once before returning to the

starting station. This problem has applications in logis-
tics, microchip manufacturing [11], and DNA sequenc-
ing [12]. The Hamiltonian Path Problem (HPP) [13],
a subproblem of TSP, searches for a global optimal
sequence without returning to the station, aiming for
a Hamiltonian-connected graph with unique paths be-
tween all vertices. Exhaustive search is not feasible due
to the number of different Hamiltonian cycles: (n−1)!

2
a complete undirected graph with n stops and (n − 1)!
in a complete directed graph.

Figure 2. Different standard types of cargo routing problems. Nodes are labelled using stop names.

1.3.3. Related Routing Applications.

Globally, the routing scenarios tend to seek innovative
and particular procedures through time-efficient algo-
rithms that facilitate the enterprise’s effort for provid-
ing effective service as well as reduce transportation’s
costs. This can be seen on documents such as [14], with
recent Quantum Computing approaches to VRP using
Quantum and Simulated Annealers. Similarly, possible

QAP resolutions are analyzed in [15–17], using QUBO
and Ising formulations. In any case, although problem-
specific in nature, the pursue for finding general use
routing optimization protocols for air, sea and land
transportation remains an active research area [18,19].

Regarding TSP, multiple approaches have been de-
veloped, including standard logic algorithms such as
greedy (e.g. nearest neighbour) and/or with dynamic
programming, as well as with constructive heuristics
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based approximations like multi-fragment [20] and dif-
ferent variable-opt techniques [21]. However, none of
these possibilities reaches a global solution in poly-
nomial time, and are deemed not applicable to the
current problem, given the extended amount of stops
in each route and their interrelationships.

With regards to the specific routing problem, the
MIT’s LMRRC Technical Proceedings illustrate the
proposals of several competitors that faced the chal-
lenge with a wide range of perspectives. Analyzing
the finalists’ documents and algorithms, CHH [22] sug-
gests doing local searches by travel time on which to
apply precedence, path and neighbor restrictions for
sequencing learned areas based on penalties. Then,
GMW [23] presents an untrained approach by zones
in three levels, together with a linear modification of
the travel times cost matrix and a later stage of post-
processing of the final sequence for possible sequence
inversion. Similarly, ArsAb [24] brings a greedy proce-
dure along with an already trained genetic algorithm
with a TSP subroutine also based on penalizations.
Finally, HSFv1 [25] puts forward a combination of
exact and heuristic approaches that conciliates multi-
ple possible perspectives and generalize appropriately
to the LMRRC’s testing dataset (thus improving the
resulting score with regards to validation routes).

1.3.4. Research on Multimethodologies

Multimethodologies for routing logistics have evolved
over time to address the complex challenges associ-
ated with optimizing transportation routes together
with improving e-commerce [26] and collaborative ap-
proaches [27] in order to improve efficiency as well as
reduce delivery costs. Related recent studies [28,29] sug-
gest diverse multistage hierarchical methods to solve

the vehicle routing problem for a heterogeneous fleet
with various constraints, and its unique feature is the
close proximity to real logistics practice. Other propos-
als [30, 31] help to reduce post-harvest wastage during
the collection process by using both internal and hired
fleets with heterogeneous capacities and employing
a Greedy algorithm-based heuristic and several local
search methods to obtain near-optimal solutions.

Apart from interesting simultaneous methodologies
for supply chain pickup and delivery for e-commerce
[32] when being trained with a great deal of routes [33],
there has been an increasing demand of efficient re-
alword mixed approaches due to the recent COVID
epidemic [34]. The provided experimental results enrich
the research related to vehicle routing problem models
and algorithms under major public health emergencies
and provide optimized relief distribution solutions for
decision-makers of emergency logistics [35]. Similar ar-
ticles [36] investigate a collaborative truck-drone rout-
ing problem for contactless parcel delivery in epidemic
areas, which combines the Metropolis acceptance cri-
terion [37] of Simulated Annealing and Tabu Search
for urban logistics in smart cities [38].

2. Materials and methods

2.1. Cost Matrices Formulation

Defining cost matrices is crucial for sequencing pro-
cedures, enabling problem structuring and resolution.
Even slight variations in these matrices can lead to
significant changes in results for routing optimization.
Figure 3 illustrates two approaches for defining cost
matrices, each with their own variations for parameter
combination and tuning.

Figure 3. Cost prospects analysis considering temporal and distance information.
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2.2. Temporal Information through Travel
Times

Time-related data used as cost matrix is useful for
abstract distance-independent approaches. The tradi-
tional parameter for general routing scenarios is using
an asymmetrical squared travel times matrix where
each element contains the value in seconds needed for
unidirectional movement from one stop to another. For
a given set of l stops, a general temporal matrix is
defined in Equation (1).

StaticTT =


0 tt1,2 ... tt1,l−1 tt1,l

tt2,1 0 ... tt2,l−1 tt2,l

...
... . . . ...

...
ttl−1,1 ttl−1,2 ... 0 ttl−1,l

ttl,1 ttl,2 ... ttl,l−1 0


(1)

∀tti,j ∈ R+ : stopi → stopj

This expression is known as the static travel times
matrix, where usual transport characteristics (e.g. ve-
hicle speed, acceleration) are considered.

A relevant alternative consists of the expected
travel times matrix (Equation (2)), where an indi-
vidual perturbation is associated to each element as
transit properties for a given time and date (e.g. traffic
jams, no signaling) are reported.

ExpectedTT (x, y) = ttx,y + ϵx,y (2)

∀ttx,y ∈ StaticTT : stopx → stopy

Thus, defining P as the set of packages associated
to a given route, the current time trace (Equation (3))
counted for a sequence interval i is calculated as the
sum of the starting route time with the planned service
time per package and the travel times duration up to
that point.

serviceT imei = plannedServicepi
, ∀p ∈ P (3a)

travelT imei = tta,b (3b)

∀tt ∈ TT : stepi = stopa → stopb

timei = time0 +
i∑

j=1
serviceT imej + travelT imej

(3c)
Time considerations are important for travel times,

including time windows, restrictions, and package-
specific constraints. Simpler approaches use a constant
vehicle speed, while more complex options consider
distributed speeds based on street configurations.

2.3. Spatial Information through Distances

Distance-based data wielded as cost matrix is advanta-
geous for geographical time-independent perspectives.
Similar to previous temporal case, the general instance
depicts a mainly asymmetric square matrix with dis-
tance values that unidirectionally links one stops with
another. Analogous to time-dependent expression, all
possible combinations are examined as in Equation
(4).

D =


0 d1,2 ... d1,l−1 d1,l

d2,1 0 ... d2,l−1 d2,l

...
... . . . ...

...
dl−1,1 dl−1,2 ... 0 dl−1,l

dl,1 dl,2 ... dl,l−1 0

 (4)

∀di,j ∈ R+ : stopi → stopj

The mentioned distance element is considered to be
indirect (i.e. Route distances, where street directions
and silhouettes are respected) or direct (e.g. Euclidean
or Manhattan distances, where street-related exami-
nations are not needed). Formulations regarding these
distances are:

di,j = {dR
i,j , d2

i,j , d∞
i,j)}, ∀d ∈ D where stopi → stopj

d(R)(x, y) = MapDirections(x, y) ⇒
(RouteD) ⊂ D with di,j = d(R)(i, j)

d(2)(x, y) =
√

(latx − laty)2 + (lngx − lngy)2 ⇒
(EuclideanD) ⊂ D, di,j = d(2)(i, j)

d∞)(x, y) = |latx − laty| + |lngx − lngy| ⇒
(ManhattanD) ⊂ D, di,j = d∞)(i, j)

Then, the current distance trace (Equation (5))
with respect to a sequence interval i is calculated as
the sum of all previous distances following the stops
ordering.

disti = da,b, ∀d ∈ D : stepi = stopa → stopb

distancei =
i∑

j=1
distj (5)

Contrasting with current time calculation, the cur-
rent distance expression is computationally easier to
manage and dependable of fewer parameters once the
spatial cost matrix is determined.
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2.4. Mixed Information through Matrix Com-
binations

Matrix variations in time and space costs offer a differ-
ent perspective on the problem, considering seemingly
independent attributes. However, it is necessary to ex-
amine and tune combinations of standard parameters
to achieve simplicity and generality.

The formulation of the mixed information matrix
CCM is expressed in Equation (6), considering tempo-
ral and spatial matrices. Empirical observations show
the similarity and redundancy of StaticTT and Expect-
edTT for last-mile trajectories. DirectTT is deemed too
general and imprecise, while the RouteD cost matrix
varies based on coordinates and local transportation
updates.

ccmi,j = ccmt
i,j + ccmd

i,j (6)

∀ccm ∈ CCM({λ(k)})

where ccmt
i,j = λ

(1)
i,j stt + λ

(2)
i,j ett + λ

(3)
i,j dtt

∀stt ∈ StaticTT, ∀ett ∈ ExpectedTT, ∀dtt ∈
DirectTT

and ccmd
i,j = λ

(4)
i,j rd + λ

(5)
i,j ed + λ

(6)
i,j md

∀rd ∈ RouteD, ∀ed ∈ EuclideanD, ∀md ∈
ManhattanD

2.5. Route Sequencing Algorithms

Route planning is vital for efficient transportation
sequencing, determining the order of stops to opti-
mize delivery. The LMRRC proposal considers vari-
ous factors, such as time-expanded variations, metric
and distance-based algorithms, and symmetric/asym-
metric alternatives [39]. To address the challenge of
multiple perspectives, a multi-approach method com-
bining learning, exact, and heuristics methodologies is
proposed.

Figure 4 depicts the procedural flow, including stop
sequence generation, attribute, and cost matrix deter-
mination. The global section analyzes route features,
employs regression for cluster ordering, and presents
exact/heuristics approaches for individual stops. Val-
idation results are compared using a variation score.
This sequencing challenge was central in the LMRRC
competition.

Figure 4. General routing sequencing flow treated in the section.

2.6. General Analysis

The proposed methodology adopts a systematic pro-
cess that incorporates regression, exact, and heuristic
approaches to provide a direct and comprehensive so-
lution. Regression approaches utilize specific learning
algorithms and past experimentation to make predic-
tions. However, relying solely on regression can lead to
predictions that are too dependent on the training data,
especially when considering multiple cities and con-
texts. Exact approaches aim to find precise solutions

for constrained problems but can be computationally
intensive for practical scenarios. Heuristic approaches,
on the other hand, offer approximate solutions within
reasonable time frames, albeit with reduced accuracy
and precision. The proposed procedure strategically
combines these approaches to maximize their utility.

Figure 5 illustrates the overall procedure that en-
compasses all the considered approaches, ensuring rel-
evant results within a realistic timeframe. This nonit-
erative nature of the methodology facilitates efficient
execution.
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Figure 5. General routing process including a learning phase as well as exact and heuristics approaches.

Additionally, to enhance the initial analysis and
facilitate comparison of final results, certain route
features of interest are studied as part of the charac-
teristics extraction step:

• Route Extension Ratio (RER): Spatial rela-
tion per route, considering its entire set of zones.

• Zone Extension Ratio (ZER): Spatial rela-
tion per zone, considering its entire set of stops.

• Zone Extension Variation (ZEV): Difference
between maximum and minimum spatial dimen-
sions of zones included in the route (averaging
in longitude and latitude).

• Stops Amount per Zone (SAZ): Quantity of
stops in a given zone from the data of a route.

• Stops Variation per Zone (SVZ): Difference
between the maximum and minimum number of
stops of the total set of zones belonging to the
route of interest.

• Zones Amount per Route (ZAR): Quantity
of zones in a given route.

The learning step estimates zone sequencing us-
ing LMRRC’s training data and the observation that
cluster order is generally preserved regardless of the
city, aiming to minimize Unicode variation between
contiguous stop groups. However, to account for cases
where learned cluster sequences are not faithfully con-
tinued in subsequent routes, exclusion conditionals are
defined. Global exact and heuristic perspectives with
specific parameters are then employed to complete
cluster ordering not covered by the learning step and
arrange remaining stops.

2.7. Learning Methodology

The presented regression seeks to find relationships
between contiguous stops clusters, based on the hypoth-
esis that previously learned zone sequence is mostly

maintained and reiterated on further routes. Clusters
are divided in four layers and identified with alphanu-
merical characters with an heterogeneous spatial dis-
tribution and dynamic silhouettes. This necessity for a
learning methodology is rooted on routes visualization
and examination of historical sequences, thus deter-
mining a correlation and dependency towards initially
independent stops orderings which stem from cluster-
ing definition and identification consistencies.

2.7.1. Empirical Motivation.

Observed stop sequences follow a pattern of visiting all
stops within a zone before proceeding, prioritizing con-
tiguous clusters and accounting for zone and package
structure. This suggests a layered approach, simpli-
fying routing with an average of 8 stops per cluster
and emphasizing accurate zone sequencing. Figure 6
illustrates this layered perspective, completing stops
within zones before advancing, regardless of proximity.
The learning approach focuses on major and minor
zones, aiming for simplicity and variable results, as
major layers remain stable within a route.

2.7.2. Algorithm for Cluster Ordering.

The training step of the regression algorithm builds
a model from a training dataset, counting the repeti-
tions of cluster sequences for major and minor zones
independently, grouped in sets of 7. Major and mi-
nor zones consist of alphabetic and numeric layers,
with the numeric layer being the most variable (e.g.,
’A-F’ and ’1-25’ character ranges). Relevant exclu-
sion conditions include unequal first layers for ma-
jor zones (i.e., dif(M (j)

1 , M
(j+1)
1 ) ≥ 1)), a difference

of 3 or more points in the first layer of minor zones
(i.e., dif(m(j)

1 , m
(j+1)
1 ) ≥ 3)), and a Unicode varia-

tion of 6 or more points across all zone layers (i.e.,∑
i dif(z(j)

i , z
(j+1)
i ≥ 6)). The model’s depth is shal-

lower for major zones but grows in specificity for minor
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zones. Considering consistent repeatability of identi-
fiers and an average of 21 clusters per route, the train-
ing algorithm has a complexity of O(m) for routes
with m zones and takes approximately 0.15 seconds
on a 2.3 GHz Quad-Core i7 processor.

In the evaluation step, zones are initially ordered
using the model sequences with the highest repetitions.

Unused clusters are then checked against sequences
with progressively lower repetitions and incorporated
into the initial ordering if found. If there are any re-
maining unused zones, they are ordered using exact
and approximate designs explained in the next section.
This process also has a complexity of O(m) and takes
around 0.4 seconds per route.

Figure 6. Layered approach to routing problem visualized through a route of California on Google Maps.

2.8. Exact and Approximate Approaches

In order to determine each cluster’ stops sequence as
well as to consider outliers and particularities from pre-
vious learning step, a set of rules exact and heuristics
possibilities are defined. The suggested approaches, re-
alized empirically through observation and parameter
determinations, seek to provide solutions with realistic
time complexities that approximate the given optimal
results.

2.8.1. Procedure Design.

The process of defining rules begins by understanding
the problem and classifying each input route based on
RER, ZER, SAZ, and ZAR characteristics. Relevant

attributes are then determined, forming a hierarchy
that mirrors the decisions made by actual sequences.
The defined approaches and configurations are tested
using a scheduling procedure with new routes. Finally,
the results obtained from these formulations and exe-
cutions are compared to optimize the output.

Figure 7 outlines the chronological guidelines for
defining and testing exact and heuristic parameters.
The scheduling involves three steps based on the at-
tributes hierarchies mentioned earlier. The capacity
approach has the least influence on the overall route
structuring, making variables such as package dimen-
sions auxiliary. The temporal approach, which involves
calculations based on the current time and time win-
dow specifications, is also considered secondary com-
pared to typical global route characteristics.

Figure 7. General design for exact and heuristics parameters’ process definition.
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2.8.2. Parameters Definition.

The following attributes are thus observed useful for
routing designation, focusing on empirically relevant
cases and approaches:

• Clusters Sequencing (CS): Order of zones
that remain unused from learning approach.

– Metric distance (CS1): Exact minimum
euclidean separation from contiguous zones’
baricenters determined as the geographical
middle point of each cluster polygon.

– Set distance (CS2): Heuristic mini-
mum Hausdorff interval between contiguous
zones.

• Stops Ordering (SO): Sequence of stops inside
a given cluster.

– Global approach (SO1): Exact reduced
or exhaustive search for global minimum
cost.

– Local approach (SO2): Heuristic search
for local minimum cost on contiguous stops.

• Transition Stop Definition (TSD): Determi-
nation of stops inbetween clusters.

– Last Inner Stop (TSD1): Last stop of
current cluster is first stop of following clus-
ter.

– First Outer Stop (TSD2): Local ap-
proach between clusters for first stop of
next cluster.

• Time Window Conditional (TWC): Stops
boost or delay in sequence based on time occur-
rence.

– Cluster perspective (TWC1): Order
modification based on exact time windows
per cluster.

– Route perspective (TWC2): Order
modification based on heuristic global time
windows.

• Capacity Limitations (CL): Necessity to re-
supply transport at deposit based on load excess.

– At cluster division (CL1): Resupply be-
fore entering following cluster if needed.

– Maximum saturation (CL2): Resupply
when the unit locally reached maximum
capacity.

The utilization of these tasks or parameters does
not rely on a training step as each scenario is eval-
uated directly through each route examination. The
mentioned cost matrix for this routing optimization
problem is defined as mostly time dependent as in
Equation (7).

CombinedCM = α1ExpectedTT + α2EuclideanD
(7)

where (α1, α2) = (0.9, 0.2)

The complexity needed for the evaluated cases us-
ing these approaches consists of O(n + m) per route
with n stops and m clusters, demanding for each route
an average of 0.22 seconds on a 2.3 GHz Quad-Core i7
processor.

3. Results and discussion

3.1. Sequencing Examination

This section analyzes the validation sequences using
qualitative and quantitative methods. LMRRC pro-
vides a score metric to observe the ordering results,
including Sequence Deviation (SD) and Edit Distance
with Real Penalty (ERPe and ERPnorm).

scoreLMRRC = SD(A, B) × ERPnorm(A, B)
ERPe(A, B)

where scoreLMRRC ∈ R+

The metric yields positive values, where lower
scores indicate better routing matching the optimal
sequence. A score between 0.8 and 1.2 represents a
uniformly random order, and the sequence must start
at a station without repetition. Scores below 0.1 are
considered competitive based on the LMRRC criteria.

3.2. Validation Results for Regression.

The regression-based zones ordering had an average
score variation of 0.06 between correct and incorrect
cluster sequencing. Major zones order accounted for
approximately 0.02 of the variation, while minor zones
order contributed to a 0.04 variation due to increased
variability.

The proposed segmentation of 7 clusters facilitated
the identification of coherent repetitions during the
training step, disregarding transition sequences be-
tween segments. However, this clustering error affected
less than 5% of observed scenarios, ensuring efficient
data management. The error arose from a maximum
repetition of 3 contiguous clusters per segment, result-
ing in a significant number of interleaving clusters.

Figure 8 presents example results and route se-
quences illustrating the aforementioned considerations.
The main cause of error during the evaluation step was
the secondary checks of model sequences with fewer
repetitions and cluster orders that had the same repeti-
tion quantity. An improvement could involve weighted
repetitions counts based on Unicode variations or ad-
ditional empirical observations.
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Figure 8. Results of approaches combinations on validation dataset, joined by sequencing layout of example routes
with actual and proposed routing.

3.3. Multimethodologies Considerations.

Utilizing metaheuristic, exact, and heuristic meth-
ods enhances the precision of the global stop rout-
ing system, especially when combined with the ini-
tial regression-based approach. Combinations of these
methods, as shown in Figure 9, adapt to different
route attributes. By modifying routing parameters,
the combinations exchange global and local analysis
functionalities, assessing their impact on validation
paths and identifying the most suitable permutations.

The combined exact and heuristic approaches yield
superior results for routes with higher RER and ZAR,
particularly in cities like Chicago, Los Angeles, and
Seattle. CS2 outperforms CS1 with a score variance of

0.013, as seen in Figure 9 and Table 1. SO1 achieves
the best mean score of approximately 0.006 for small
SAZ and larger ZER, while TSD1 generally outper-
forms TSD2. TWC and CL have minimal effects, but
TWC1 and CL2 yield slightly better results. CS1 and
SO1 are more suitable for low ZEVs and high SVRs,
while TSD2 and TWC1 also provide improvements
with minimal variation in the CL attribute.

Figure 9 illustrates the method combinations based
on route characteristics and their associated validation
scores. The dominant source of error is the CS analysis,
which significantly impacts results. Potential improve-
ments involve defining new parameters and exploring
additional variants within the proposed approaches.

Figure 9. Average results and distributions of particular combinations of exact and approximate stop routing techniques,
using characteristic route attributes.
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Table 1. Evaluation of average results of combinations of methodologies of interest using the validation routes in
different cities from USA provided by LMRRC.

Permutations Austin Boston Chicago Los Angeles Seattle Average Scores

Combination 1 0.0935 0.0930 0.0912 0.0905 0.0890 0.0914
Combination 2 0.0944 0.0941 0.0901 0.0883 0.0875 0.0909
Combination 3 0.0923 0.0914 0.0845 0.0836 0.0824 0.0868
Combination 4 0.0867 0.0884 0.0825 0.0817 0.0797 0.0838
Combination 5 0.0836 0.0861 0.0763 0.0792 0.0754 0.0801
Combination 6 0.0812 0.0794 0.0723 0.0665 0.0692 0.0737

3.4. Application to General Case

This section analyzes the testing results of the entire
process, including stop differentiations, zone predic-
tions, and customized routing mechanisms. The main
observations pertain to the custom cost functions and
adaptable routing techniques discussed in Sections 3
and 4. It concludes with observations on sequencing,
clustering applications, and generalizations to routes
outside of the United States. These route features
have varying effects when combined with optimization
algorithms derived from LMRRC competition.

3.5. Routes Characteristics

Obtained real datasets consists of 66 routes from the
country Uruguay located in the Southern Cone of
South America. Its cities are considerably smaller than
those LMRRC selected, which usually translates to
shorter distances and travel times between stops. They
also have a centralized and populous downtown where
businesses abound while bidirectional streets meager,
and a peripheral and extended uptown where most
markets and residential homes are localized. Given
that transports travel daily to both city sections, their
stations remain separated from about 20 kilometers of
the nearest urban stop. Moreover, its cities’ structures
are not uniformly diagrammed, laying globally an av-
erage of 85 metres per block and a maximum of 145
metres which also impacts considered costs. Finally,
the whole extension is fairly plain (i.e. with no stepped
mountain nor valley) and lacking of bridges, tunnels
or subways, which complicates long-distanced travel
times.

3.6. Optimization Algorithms Selection

The decision over four routing methodologies derives
from their LMRRC’s ranking, availability and vari-
ability, being all defined using Julia and Python pro-
gramming languages [40]. In particular, GMWis used
given its focus and baseline on zone identifiers and
its relationships. Then, ArsAb is selected due to its
original genetic training phase and greater results on
routes with more than 100 stops. Finally, the initial

HSFv1perspective, which declares a non-trained pro-
cedure as in GMWcase, provides better results with
extremes latitude over longitude route ratio.

These algorithms are all extracted from the MIT’s
LMRRC Technical Proceedings [41], discussed on
Section 1.3.3. Also, in addition to juxtapose results
over mentioned algorithms, the current proposition
HSFv2with a previous training phase and improved
evaluative approaches is compared, reaching satisfac-
tory and competitive results with more direct ap-
proaches that successfully determines and makes use
of the characteristics of each location. Indeed, the pro-
posed procedure empirically benefit from the diversity
of selected multimethodologies and the simplicity of
its combinations. Preceding stops and zones determi-
nation are used as preliminary steps for all algorithms.

3.7. Optimization Algorithms Results

The selected routes had square spatial extensions and
clustered stops with minimal intersections, aiding zone
identification and stop classification. Increased stops
per zone led to non-square spatial extensions, intro-
ducing higher complexity favoring local heuristics over
global approaches. Multiple nexus zones had distinct
identifiers in different route analyses, but tuned pa-
rameters remained useful for new routes with minimal
score variation.

Figure 10 shows a test route with concentrated
stops in downtown areas and scattered stops elsewhere,
with zone prediction not prioritizing cluster character-
istics.

Table 2 displays quantitative results for the four
routing algorithms. GMW consistently achieved better
metrics with lower variance as the number of stops
increased. ArsAb performed similarly for routes with
many stops. HSFv2 improved over HSFv1, especially
for intermediate route lengths. Zone sequencing was
the main source of error, as learning was based on
non-local training routes.

The proposed algorithms perform and escalates
adequately in terms of time and spatial complexity
when applied to last-mile routes with lengths of at
most 155 stops on a 2.3 GHz Quad-Core i7 proces-
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sor, with comparable and lower complexities than the
aforementioned competition algorithms. This is con-
sidered acceptable, given the demands considerations
of current real-world last-mile routes.

The selected procedures also remain flexible to fur-
ther customization by modifying the cost matrices
parameters as well as by enabling a different combi-
nation of sequencing attributes, aiming at supporting

multiple transportation modes and constraints. In-
deed, filtering sequencing attributes, particularly CS
considerations, allow for more operative resource avail-
ability which translates to faster processing times and
a greater scalability of the sequencing process.

Despite additional error sources from customized
stops and zone predictions, the scores generally out-
performed LMRRC’s sequences with similar averages.

Figure 10. Visualization over key flow steps using an example testing route of Montevideo (Uruguay).

Table 2. Applied algorithms result scores on testing routes, displayed with format (Min, Average, Max).

Route length GMW [e-04] ArsAb [e-04] HSFv1 [e-04] HSFv2 [e-04]

< 50 stops (279, 494, 656) (298, 536, 731) (432, 1077, 2322) (387, 839, 1098)
50-79 stops (263,482,647) (286, 525, 758) (428, 1066, 2291) (368, 790,1077)
80-100 stops (255, 474, 632) (283, 522, 783) (425, 1059, 2267) (352, 769, 1052)
> 100 stops (237, 461, 625) (251, 507, 793) (391, 1045, 2254) (324, 721, 1042)

4. Conclusions

This section summarizes and describes the main ac-
complishments of this project with focus on processes
generalization, including observations on future related
research possibilities and considerations aimed at cor-
roborating and improving obtained results.

4.1. Global Summary

To summarize, this document provides a review of
important project components, followed by key prin-
ciples and methodologies employed. Limitations and
sources of error related to the problems of interest are
also discussed. The proposed methodology expands the
LMRRC contest initiative by sequencing and planning
geographically diverse routes using raw GPS records
and datasets from the US and Uruguay. The process
includes record filtering, prediction of new stop groups,
and a combination of regression, exact, and heuristic
approaches for routing. Applying this procedure to the
provided data yields competitive scores in validation
routes (US) and demonstrates acceptable adaptation

and generalization in test routes (Uruguay) from both
LMRRC and OTUC.

4.1.1. Relevant Limitations

The designs and applications of problem models in
transport logistics aim to achieve efficient objectives.
However, there are practical limitations that hinder
their adaptability:

• Limited availability of routes and real routes
from specific cities at an international level, pro-
vided by official entities, restricts the ability to
conduct extensive and comprehensive studies on
various structural possibilities.

• Fixed precision of coordinate and numerical data
from GPS for waypoint detection, as well as nu-
merical values related to temporal and spatial
attributes for cost matrix formulations, impose
constraints on the accuracy of the models.

• Customized cost matrices can be complex to
create and maintain, especially for large and
complex routing problems.
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• Euclidean distance is not scaling invariant, mean-
ing that multiplying the data by a common fac-
tor will change the distance. Manhattan distance
does not take into account the curvature of the
Earth, which can lead to inaccurate distance
calculations for long distances.

• Expected travel time can be difficult to estimate
accurately, especially in dynamic traffic condi-
tions.

• Finite number of proposed combinations of ex-
act and heuristic approaches for stop sequencing
balances the need for precise results while avoid-
ing overfitting the global model for additional
traversal cases.

Considering limitations helps analyze the proposal,
suggest improvements, and guide future works.

4.1.2. Main Error Sources

The main errors identified in the proposal’s global
procedure are as follows:

• Loss of sequences of zones of interest in the re-
gression model due to the grouping of 7 zones and
limited repetition of zones across routes within
the same city.

• The accuracy of a customized cost matrix de-
pends on the quality of the data used to create
it. If the data is inaccurate or incomplete, then
the cost matrix will not be accurate.

• Increased variance of temporal information in
comparison to relatively static distance measure-
ments.

• In contrast to time measurements, different dis-
tances may be measured in different units (e.g.,
miles and kilometers) depending on the source.

• High variability of path attributes, posing chal-
lenges in determining combinations of meta-
heuristic and heuristic approaches while main-
taining a balance between performance and score
differences.

These errors significantly impact the final results
and hinder achieving optimal resolutions. However,
despite these limitations, the project still meets the
satisfactory accuracy target within its scope.

4.2. Future Research Possibilities

Logistics and optimization techniques are constantly
evolving with technology, aiming to provide better ser-
vices. This project can be expanded within the same

research area and complementary themes to offer orig-
inal contributions for complex issues in academic and
commercial environments.

Future possibilities include extending the proposed
algorithms to similar contexts and sharing tools with
relevant entities. Emphasis would be placed on dissem-
inating and increasing the project’s visibility, ensuring
functional compatibility with applications and devel-
oping user-friendly software.

Another possibility is exploring the cargo routing
problem using quantum perspectives, such as adiabatic
annealers, variational methods, and quantum learning.
These approaches address combinatorial complexity
and utilize quantum computing’s potential for massive
data management, analysis, and processing. They align
with the growing demand for optimization in transport
logistics and attract scientists and engineers worldwide
to collaborate on routing optimization strategies.

Acknowledgment

We would like to share our appreciation with Univer-
sidad de Montevideo for their initiative and support,
together with Amazon.com, MIT (Massachusetts In-
stitute of Technology) as well as CINOI (Industrial
Organization’s Innovation Center) and OTUC (Urban
Cargo Transport Observatory) for the fundamental
real route data provisioning.

References

[1] S. Pratap, M. Zhang, C. Shen, and G. Q.
Huang, “A multi-objective approach to anal-
yse the effect of fuel consumption on ship
routing and scheduling problem,” International
Journal of Shipping and Transport Logistics,
vol. 11, p. 161, 01 2019. [Online]. Available:
http://dx.doi.org/10.1504/IJSTL.2019.099270

[2] O. Turbaningsih, “The study of project
cargo logistics operation: a general overview,”
Journal of Shipping and Trade, vol. 7,
no. 1, p. 24, Nov 2022. [Online]. Available:
https://doi.org/10.1186/s41072-022-00125-6

[3] MIT, Amazon last-mile routing research challenge.
Supported by the MIT center for transportation
logistics. MIT center for transportation logistics,
2023. [Online]. Available: https://bit.ly/47N0Q9O

[4] A. Charnes, W. W. Cooper, and R. O. Ferguson,
“Optimal estimation of executive compensation by
linear programming,” Management Science, vol. 1,
no. 2, pp. 138–151, 1955. [Online]. Available:
https://doi.org/10.1287/mnsc.1.2.138

[5] G. B. Dantzig, D. R. Fulkerson, and S. M. John-
son, Solution of a Large-Scale Traveling-Salesman

http://dx.doi.org/10.1504/IJSTL.2019.099270
https://doi.org/10.1186/s41072-022-00125-6
https://bit.ly/47N0Q9O
https://doi.org/10.1287/mnsc.1.2.138


Hernández, et al. / Optimization algorithms for adaptative route sequencing on real-world last-mile

deliveries 77

Problem. Santa Monica, CA: RAND Corporation,
1954. [Online]. Available: https://bit.ly/3GqKp7p

[6] Z. Wang, M. Zhang, R. Chu, and L. Zhao,
“Modeling and planning multimodal trans-
port paths for risk and energy efficiency
using and/or graphs and discrete ant
colony optimization,” IEEE Access, vol. 8,
pp. 132 642–132 654, 2020. [Online]. Available:
https://doi.org/10.1109/ACCESS.2020.3010376

[7] Y. Niu, Z. Yang, P. Chen, and J. Xiao,
“A hybrid tabu search algorithm for a real-
world open vehicle routing problem involving
fuel consumption constraints,” Complexity, vol.
2018, pp. 1–12, 02 2018. [Online]. Available:
https://doi.org/10.1155/2018/5754908

[8] M. Asghari and S. M. J. Mirzapour Al-e-hashem,
“Green vehicle routing problem: A state-of-the-art
review,” International Journal of Production Eco-
nomics, vol. 231, p. 107899, 2021. [Online]. Avail-
able: https://doi.org/10.1016/j.ijpe.2020.107899

[9] H. Zhang, F. Liu, Y. Zhou, and Z. Zhang,
“A hybrid method integrating an elite genetic
algorithm with tabu search for the quadratic
assignment problem,” Information Sciences, vol.
539, pp. 347–374, 2020. [Online]. Available:
https://doi.org/10.1016/j.ins.2020.06.036

[10] M. M. Flood, “The traveling-salesman problem,”
Operations Research, vol. 4, no. 1, pp. 61–75, 1956.
[Online]. Available: https://bit.ly/47K2OHY

[11] K. Saito, M. Aono, and S. Kasai, “Amoeba-
inspired analog electronic computing system inte-
grating resistance crossbar for solving the travel-
ling salesman problem,” Scientific Reports, vol. 10,
no. 1, p. 20772, Nov 2020. [Online]. Available:
https://doi.org/10.1038/s41598-020-77617-7

[12] H. Bennaceur and E. Alanzi, “Genetic algorithm
for the travelling salesman problem using en-
hanced sequential constructive crossover operator,”
International Journal of Computer Science and
Security (IJCSS), vol. 11, p. 42, 01 2017.

[13] A. Sergeenko, O. Granichin, and M. Yakunina,
“Hamiltonian path problem: the performance
comparison deoxyribonucleic acid computing
and the branch-and-bound method,” Journal
of Physics: Conference Series, vol. 1536, no. 1,
p. 012003, may 2020. [Online]. Available: https:
//dx.doi.org/10.1088/1742-6596/1536/1/012003

[14] M. Borowski, P. Gora, K. Karnas, M. Błajda,
K. Król, A. Matyjasek, D. Burczyk, M. Szewczyk,
and M. Kutwin, “New hybrid quantum annealing
algorithms for solving vehicle routing problem,”

in Computational Science – ICCS 2020, V. V.
Krzhizhanovskaya, G. Závodszky, M. H. Lees,
J. J. Dongarra, P. M. A. Sloot, S. Brissos, and
J. Teixeira, Eds. Cham: Springer International
Publishing, 2020, pp. 546–561. [Online]. Available:
https://doi.org/10.1007/978-3-030-50433-5_42

[15] F. Hernández, K. Díaz, M. Forets, and R. Sotelo,
“Application of quantum optimization techniques
(QUBO method) to cargo logistics on ships and
airplanes,” in 2020 IEEE Congreso Bienal de
Argentina (ARGENCON), 2020. [Online]. Avail-
able: https://doi.org/10.1109/ARGENCON49523.
2020.9505401

[16] S. J. Weinberg, F. Sanches, T. Ide, K. Kamiya,
and R. Correll, “Supply chain logistics
with quantum and classical annealing algo-
rithms,” Scientific Reports, vol. 13, no. 1,
p. 4770, Mar 2023. [Online]. Available:
https://doi.org/10.1038/s41598-023-31765-8

[17] R. Haba, M. Ohzeki, and K. Tanaka, “Travel
time optimization on multi-agv routing by
reverse annealing,” Scientific Reports, vol. 12,
no. 1, p. 17753, Oct 2022. [Online]. Available:
https://doi.org/10.1038/s41598-022-22704-0

[18] P. T. G. dos Santos and D. Borenstein, “Multi-
objective optimization of the maritime cargo
routing and scheduling problem,” International
Transactions in Operational Research, vol. 31,
no. 1, pp. 221–245, 2024. [Online]. Available:
https://doi.org/10.1111/itor.13147

[19] M. Oliskevych, V. Danchuk, and O. Mastykash,
“Cross-docking cargo delivery routing for guar-
anteed minimum period,” Transport Technolo-
gies, vol. 3, no. 1, 2022. [Online]. Available:
https://doi.org/10.23939/tt2022.01.038

[20] M. El Krari, B. Ahiod, and B. El Benani, “An
empirical study of the multi-fragment tour con-
struction algorithm for the travelling salesman
problem,” in Proceedings of the 16th Interna-
tional Conference on Hybrid Intelligent Systems
(HIS 2016), A. Abraham, A. Haqiq, A. M. Alimi,
G. Mezzour, N. Rokbani, and A. K. Muda, Eds.
Cham: Springer International Publishing, 2017,
pp. 278–287.

[21] Punnen, Margot, and Kabadi, “TSP heuris-
tics: Domination analysis and complex-
ity,” Algorithmica, vol. 35, no. 2, pp.
111–127, Feb 2003. [Online]. Available:
https://doi.org/10.1007/s00453-002-0986-1

[22] W. Cook, S. Held, and K. Helsgaun, “Constrained
local search for last-mile routing,” in Technical
Proceedings of the Amazon Last Mile Routing

https://bit.ly/3GqKp7p
https://doi.org/10.1109/ACCESS.2020.3010376
https://doi.org/10.1155/2018/5754908
https://doi.org/10.1016/j.ijpe.2020.107899
https://doi.org/10.1016/j.ins.2020.06.036
https://bit.ly/47K2OHY
https://doi.org/10.1038/s41598-020-77617-7
https://dx.doi.org/10.1088/1742-6596/1536/1/012003
https://dx.doi.org/10.1088/1742-6596/1536/1/012003
https://doi.org/10.1007/978-3-030-50433-5_42
https://doi.org/10.1109/ARGENCON49523.2020.9505401
https://doi.org/10.1109/ARGENCON49523.2020.9505401
https://doi.org/10.1038/s41598-023-31765-8
https://doi.org/10.1038/s41598-022-22704-0
https://doi.org/10.1111/itor.13147
https://doi.org/10.23939/tt2022.01.038
https://doi.org/10.1007/s00453-002-0986-1


78 INGENIUS N.◦ 31, january-june of 2024

Research Challenge, 12 2021. [Online]. Available:
https://bit.ly/3sZsS35

[23] X. Guo, B. Mo, and Q. Wang, “Amazon last-mile
delivery trajectory prediction using hierarchical
TSP with customized cost matrix,” Technical
Proceedings of the Amazon Last Mile Routing
Research Challenge, 2023. [Online]. Available:
https://bit.ly/46E0QrC

[24] O. Arsian and R. Abay, Data-driven vehicle
routing in last-mile delivery. Cirrelt, 2021.
[Online]. Available: https://bit.ly/47GLXpg

[25] F. Hernández, R. Sotelo, and M. Forets,
“Combined exact and heuristicsbased approach
to hamiltonian path problem optimization for
routeplanning,” Technical Proceedings of the
Amazon Last Mile Routing Research Challenge,
2021. [Online]. Available: https://bit.ly/4a3joVh

[26] A. Escudero-Santana, J. Muñuzuri, A. Lorenzo-
Espejo, and M.-L. Muñoz-Díaz, “Improving
e-commerce distribution through last-mile logis-
tics with multiple possibilities of deliveries based
on time and location,” Journal of Theoretical and
Applied Electronic Commerce Research, vol. 17,
no. 2, pp. 507–521, 2022. [Online]. Available:
https://doi.org/10.3390/jtaer17020027

[27] H. Wen, Y. Lin, H. Wan, S. Guo, F. Wu,
L. Wu, C. Song, and Y. Xu, “Deeproute+:
Modeling couriers’ spatial-temporal behaviors
and decision preferences for package pick-up route
prediction,” ACM Trans. Intell. Syst. Technol.,
vol. 13, no. 2, jan 2022. [Online]. Available:
https://doi.org/10.1145/3481006

[28] M. Bilgin and N. Bulut, “Compatibility
themed solution of the vehicle routing problem
on the heterogeneous fleet,” The Interna-
tional Arab Journal of Information Technol-
ogy, vol. 19, 01 2022. [Online]. Available:
http://dx.doi.org/10.34028/iajit/19/5/9

[29] X. Xu, W. Liu, M. Jiang, and Z. Lin, “A multi-
cycle and multi-echelon location-routing problem
for integrated reverse logistics,” Industrial Man-
agement & Data Systems, vol. 122, no. 10,
pp. 2237–2260, Jan 2022. [Online]. Available:
https://doi.org/10.1108/IMDS-01-2022-0015

[30] M. Fernando, A. Thibbotuwawa, H. N. Per-
era, and R. C. Ratnayake, “Close-open mixed
vehicle routing optimization model with mul-
tiple collecting centers to collect farmers’
perishable produce,” in 2022 International
Conference for Advancement in Technology
(ICONAT), 2022. [Online]. Available: https:
//doi.org/10.1109/ICONAT53423.2022.9725977

[31] R. Ivut and I. Tsarenkova, “Formation of
logistics approach to economic development
of road sector of the republic of be-
larus,” Science & Technique, vol. 21, no. 1,
pp. 73–81, 2022. [Online]. Available: https:
//doi.org/10.21122/2227-1031-2022-21-1-73-81

[32] M. I. D. Ranathunga, A. N. Wijayanayake,
and D. H. H. Niwunhella, “Simulation-based
efficiency assessment of integrated first-mile
pickup and last-mile delivery in an e-
commerce logistics network,” in 2022 Inter-
national Research Conference on Smart Com-
puting and Systems Engineering (SCSE), vol. 5,
2022, pp. 246–253. [Online]. Available: https:
//doi.org/10.1109/SCSE56529.2022.9905083

[33] Y. Zhang, “Research on electronic commerce
logistics dispatching routing optimization method
under the background of big data,” in Pro-
ceedings of the 7th International Conference on
Intelligent Information Processing, ser. ICIIP
’22. New York, NY, USA: Association for
Computing Machinery, 2023. [Online]. Available:
https://doi.org/10.1145/3570236.3570272

[34] F. Baig, K. Kirytopoulos, J. Lee, E. Tsamilis,
R. Mao, and P. Ntzeremes, “Changes in People’s
Mobility Behavior in Greece after the COVID-19
Outbreak,” Sustainability, vol. 14, no. 6, March
2022. [Online]. Available: https://bit.ly/3uKuTAz

[35] L. Du, X. Li, Y. Gan, and K. Leng, “Opti-
mal model and algorithm of medical materials
delivery drone routing problem under ma-
jor public health emergencies,” Sustainability,
vol. 14, no. 8, 2022. [Online]. Available:
https://doi.org/10.3390/su14084651

[36] G. Wu, N. Mao, Q. Luo, B. Xu, J. Shi, and
P. N. Suganthan, “Collaborative truck-drone
routing for contactless parcel delivery during
the epidemic,” IEEE Transactions on Intelli-
gent Transportation Systems, vol. 23, no. 12,
pp. 25 077–25 091, 2022. [Online]. Available:
https://doi.org/10.1109/TITS.2022.3181282

[37] J. Chang, C. Y. Tang, and Y. Zhu, “Efficiently
handling constraints with metropolis-adjusted
langevin algorithm,” ArXiv, 2023. [Online].
Available: https://bit.ly/3Rs0Fv7

[38] M.-Y. Wu, C.-K. Ke, and S.-C. Lai, “Optimizing
the routing of urban logistics by context-based
social network and multi-criteria decision anal-
ysis,” Symmetry, vol. 14, no. 9, 2022. [Online].
Available: https://doi.org/10.3390/sym14091811

https://bit.ly/3sZsS35
https://bit.ly/46E0QrC
https://bit.ly/47GLXpg
https://bit.ly/4a3joVh
https://doi.org/10.3390/jtaer17020027
https://doi.org/10.1145/3481006
http://dx.doi.org/10.34028/iajit/19/5/9
https://doi.org/10.1108/IMDS-01-2022-0015
https://doi.org/10.1109/ICONAT53423.2022.9725977
https://doi.org/10.1109/ICONAT53423.2022.9725977
https://doi.org/10.21122/2227-1031-2022-21-1-73-81
https://doi.org/10.21122/2227-1031-2022-21-1-73-81
https://doi.org/10.1109/SCSE56529.2022.9905083
https://doi.org/10.1109/SCSE56529.2022.9905083
https://doi.org/10.1145/3570236.3570272
https://bit.ly/3uKuTAz
https://doi.org/10.3390/su14084651
https://doi.org/10.1109/TITS.2022.3181282
https://bit.ly/3Rs0Fv7
https://doi.org/10.3390/sym14091811


Hernández, et al. / Optimization algorithms for adaptative route sequencing on real-world last-mile

deliveries 79

[39] A. Arigliano, G. Ghiani, A. Grieco, E. Guerriero,
and I. Plana, “Time-dependent asymmetric
traveling salesman problem with time win-
dows: Properties and an exact algorithm,”
Discrete Applied Mathematics, vol. 261, pp.
28–39, 2019, GO X Meeting, Rigi Kaltbad
(CH), July 10–14, 2016. [Online]. Available:
https://doi.org/10.1016/j.dam.2018.09.017

[40] F. Hernandez. (2021) Smartrouting. Github.
[Online]. Available: https://bit.ly/3sEdSaJ

[41] M. Winkenbach, S. Parks, and J. Noszek,
Technical Proceedings of the Amazon Last Mile
Routing Research Challenge. MIT Libraries,
2021. [Online]. Available: https://bit.ly/4a3joVh

https://doi.org/10.1016/j.dam.2018.09.017
https://bit.ly/3sEdSaJ
https://bit.ly/4a3joVh




Scientific Paper / Artículo Científico

https://doi.org/10.17163/ings.n31.2024.07
pISSN: 1390-650X / eISSN: 1390-860X

Liquefied Petroleum Gas Systems: A
Review On Desing And Sizing Guidelines

Sistemas de gas licuado de petróleo:
una revisión sobre lineamientos de

diseño y dimensionamiento
Diego Venegas-Vásconez1,∗ ID , César Ayabaca-Sarria2 ID ,

Salvatore Reina-Guzmán2 ID , Luis Tipanluisa-Sarchi3 ID , Óscar Farías-Fuentes4 ID

Received: 15-05-2023, Received after review: 26-06-2023, Accepted: 17-07-2023, Published: 01-01-2024

1,∗Doctorado en Ingeniería de Materiales y Procesos Sustentables, Universidad del Bio-Bio, Chile.
Corresponding author ✉: dvenegas@ubiobio.cl.

2Facultad de Ingeniería, Escuela Politécnica Nacional, Quito, Ecuador.
3Facultad de Mecánica, Escuela Superior Politécnica de Chimborazo, Riobamba, Ecuador.
4Departamento de Ingeniería Mecánica, Universidad de Concepción, Chile

Suggested citation: Venegas-Vásconez, D.; Ayabaca-Sarria, C.; Reina-Guzmán, S.; Tipanluisa-Sarchi, L. and Farías-
Fuentes, O. “Liquefied Petroleum Gas Systems: A Review On Desing And Sizing Guidelines,” Ingenius, Revista de
Ciencia y Tecnología, N.◦ 30, pp. 81-94, 2024, doi: https://doi.org/10.17163/ings.n31.2024.07.

Abstract Resumen
Liquefied Petroleum Gas (LPG) is a fossil fuel widely
used in residential, commercial, and industrial appli-
cations. LPG systems must be designed and sized
considering minimum safety standards established
in national and international regulations. An LPG
system comprises fuel storage containers, pipelines,
valves, meters, consumption equipment, and safety
and protection elements. These must be sized and se-
lected to withstand the action of the fuel gas and the
working conditions to which they will be subjected.
This article presents a review of the most important
points to consider in the design and sizing of an LPG
system based on the most representative international
regulations.

El gas licuado de petróleo (GLP) es un combustible de
origen fósil ampliamente utilizado en aplicaciones res-
idenciales, comerciales e industriales. Los sistemas de
GLP deben diseñarse y dimensionarse bajo estándares
mínimos de seguridad, los cuales son establecidos en
normativas nacionales e internacionales. Un sistema
de GLP está conformado por recipientes de almace-
namiento del combustible, tuberías, válvulas, medi-
dores, equipos de consumo y elementos de protección
y seguridad. Estos deben ser dimensionados y selec-
cionados para soportar la acción del gas combustible
y las condiciones de trabajo a las que serán someti-
dos. En este documento se presenta una revisión de
los puntos más importantes a tener en cuenta en el
diseño y dimensionamientos de un sistema de GLP a
partir de las normativas más representativas a nivel
internacional..

Keywords: Liquefied Petroleum Gas, sizing, instal-
lations, safety, normative, criteria
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amiento, instalaciones, seguridad, normativas, crite-
rios

81

https://doi.org/10.17163/ings.n31.2024.07
https://orcid.org/0000-0002-7376-6272
https://orcid.org/0000-0002-3728-7514
https://orcid.org/0000-0002-2920-4336
https://orcid.org/0000-0002-9798-0249
https://orcid.org/0000-0003-2437-486X
dvenegas@ubiobio.cl
https://doi.org/10.17163/ings.n31.2024.07


82 INGENIUS N.◦ 31, january-june of 2024

1. Introduction

Energy demand worldwide is experiencing an annual
increase due to rapid population growth, lifestyle
changes, and industrialization [1]. In 2019, global en-
ergy consumption reached 418 EJ, and a 23% increase
is expected by 2040, reaching 516 EJ. Currently, over
80% of the energy comes from fossil fuels, with oil,
coal, and natural gas accounting for 30.9%, 26.8%, and
23.2%, respectively [2]. Regarding petroleum deriva-
tives, liquefied petroleum gas (LPG) is one of the most
widely used fuels globally due to its versatility as an
energy source in domestic, commercial, and industrial
services [3]. Despite its fossil origin, it is considered
a clean fuel in terms of emissions to the environment
since it does not contain sulfur. Therefore, during
combustion, it does not emit SOX [4], making it an
attractive energy source.

To use LPG systems, storage, distribution, regula-
tion, and control elements are required, which must be
installed considering safety standards established in
international technical norms such as NFPA 58 [5]. In
Ecuador, compliance with the Ecuadorian Technical
Standard INEN 2260:2010 [6] is followed to minimise
risks associated with fuel handling. These technical
norms outline the minimum safety requirements to be
considered by those responsible for LPG installations,
fuel distributors, and authorities tasked with oversee-
ing compliance. The NFPA 58 standard has been in
effect since 1930, serving as the foundation for LPG
systems regulations in most countries worldwide [7–9].
In Ecuador, the first version of the INEN 2260 techni-
cal standard was developed in 2001 and has undergone
two revisions to the current version, in force since 2010.

The technical standards in force in each country
establish the minimum conditions for implementing
LPG system projects. These regulations cover aspects
such as the acceptance of types, materials and man-
ufacturing standards for pipelines, safety distances
between containers and third parties, and physical and
human safety and protection. Compliance with these
standards is usually mandatory within the correspond-
ing territorial jurisdiction. However, these documents
do not provide specific design parameters or technical
criteria to ensure the feasibility of projects involving
liquefied petroleum gas systems. They also do not in-
clude information about brands and manufacturers of
different components or mention elements with higher
safety standards. This information is typically found
in manufacturer catalogs and specialized journals.

This article reviews the minimum safety guidelines
established in international technical standards for
handling liquefied petroleum gas (LPG) systems and
their surroundings. Additionally, it examines details
related to the design, selection, location, and mainte-
nance of elements and parts of LPG systems. It also
addresses important aspects that must be considered

by the technical authorities responsible for the sys-
tems during the approval process by the competent
authority. The article presents advantages and recom-
mendations provided by manufacturers of equipment
and materials used in LPG systems. Finally, it high-
lights some poor practices observed in LPG systems
to alert users unfamiliar with handling combustible
gas like LPG.

1.1. LPG properties

• LPG is typically pressurized, stored, and trans-
ported above its boiling point. Upon release, it
evaporates rapidly and, being denser than air
(with a relative specific gravity of 1.53 with re-
spect to air [5]), tends to accumulate in low-lying
areas near the ground. In the presence of an ig-
nition source, this can lead to an explosion and
fire.

• LPG vapor forms an explosive compound at con-
centrations between 2% and 10 % [10].

• LPG is mainly composed of butane (C4H10) and
propane (C3H8), with a small amount of lighter
and heavier compounds, such as ethane and pen-
tane. It is produced as a byproduct of natural
gas and crude oil refining and production pro-
cesses [11].

• LPG has a higher calorific value than other en-
ergy sources (the maximum calorific value of
LPG is approximately 50.3 MJ/m3 or 12 000
kcal/m3 [8].

• LPG is gaseous under ambient conditions (1 atm
and 25 °C).

• The specific gravity of LPG in liquid state is 0.55
kg/m3 [5].

1.2. Advantages of using LPG

In comparison with other energy sources such as diesel,
gasoline, coal, and wood, LPG offers several advan-
tages, such as:

• LPG is clean regarding polluting gas emissions
to the environment, as its combustion does not
generate SOX since it does not contain sulfur [4].

• LPG is neither toxic nor poisonous to humans, al-
though it could cause death by displacing oxygen
and causing anoxia [12].

• LPG is a highly versatile fuel. It can be used
for cooking, heating water, drying agricultural
products, and raising poultry. It is also used
in forklifts, industrial ovens, boilers, and as a
vehicle fuel [13].



Venegas-Vásconez et al. / Liquefied Petroleum Gas Systems: A Review On Desing And Sizing Guidelines83

• LPG is a fuel used in residential, commercial,
and industrial applications [14].

• When LPG acts as a fuel, it burns completely,
leaving no carbon residues and producing no
soot [15].

• Its low cost, high accessibility, and environmental
advantages have led several governments, such
as India [16], Indonesia [17, 18], Burkina Faso
[19], Ghana [20], South Africa [21], México [22],
Brazil [23], Ecuador [24], Peru [25] among oth-
ers, to implement compensatory measures such
as subsidies to encourage the widespread use of
LPG among their citizens.

1.3. Errors identified when using LPG

Despite the advantages mentioned above, several prob-
lems have been detected regarding the management of
installations, such as:

• Lack of awareness of the technical standards in
force when designing, installing, and maintaining
LPG systems, resulting in poor applications [26].

• Lack of foresight in the original design of new
installations considering the space allocated for
storage, causing tanks to be installed in unsafe
locations [27].

• Lack of protection for the containers storing the
fuel and the systems in general, causing severe
accidents worldwide [28].

• Neglect by users to provide preventive mainte-
nance to equipment and components, resulting
in them being used beyond the recommended
service life by manufacturers [29].

• Failure to comply with national requirements and
regulations, especially in countries with targeted
subsidies for residential installations, causing the
fuel to be used in commercial and industrial
applications [30].

• Being classified as a safe fuel creates an excess of
confidence in users of the systems regarding its
handling. This has led to accidents with severe
physical and human consequences [30].

1.4. Elements of an LPG System

Figure 1 shows the elements of an LPG system, which
include:

• Storage: It refers to the containers used to pack-
age LPG fuel. These containers can be cylin-
ders, which, due to their weight, are easily trans-
portable by a human and are used through the ex-
change system. Also included are installed fixed
tanks that must be supplied from tanker tanks
through hoses for proper operation.

• Transportation: It refers to distribution
pipelines or pipes and control elements such as
valves, regulation devices like pressure regulators,
and measurement devices like meters.

• Consumer appliances: It refers to devices that
use LPG to meet human needs. Due to their
ability to generate energy or their specific appli-
cation, these devices can be used in residential,
commercial, and industrial settings.

• Protection or prevention systems: It refers
to systems designed to protect containers,
pipelines, and consumer equipment installed to
prevent accidents and reduce the risks associated
with fuel handling.
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Figure 1. General diagram of an LPG system. Adapted from [31]

2. LPG storage

As mentioned in the previous section, containers store
the fuel in a liquid state. LPG is typically used in a
gaseous state, so a natural vaporization phenomenon
occurs inside the containers before consumption.

2.1. Types of containers

Containers can be classified considering size into
portable containers (cylinders) or stationary contain-
ers (tanks). Each container has various characteristics
that differentiate them in terms of use and application,
as shown in Figure 2.

Figure 2. Differences between cylinders and tanks
Adapted from [32,33]

2.2. Container sizing

To determine the necessary storage capacity in an LPG
system, it is crucial to consider the required demand
for fuel in consumer appliances and the peak demand
hours [34].

2.2.1. Cylinder sizing

There are cylinders with standard storage capacities
of 15 kg and 45 kg for residential and commercial
use, respectively. There are also cylinders of 5 and
11 kg. One way to determine the number of cylin-
ders is through the vaporization ratio, as illustrated
in equation (1), [35]:

N = Pit

Rv
(1)

Where: N represents the number of cylinders (in
case it is a fractional number, it is approximated to
the nearest whole number), Pit is the total installed
power [kW/h], and Rv is the vaporization ratio, as
shown in Table 1.

Table 1. Vaporization ratio for 15 kg and 45 kg cylin-
ders [35]

T [°C] Cylinder 45 [kW/h] Cylinder 15 [kW/h]
Intermittent Continuous Intermittent Continuous
consumption consumption consumption consumption

10 41 35 19 16
5 37 31 17 14
0 34 28 16 13
-5 30 24 15 12
-10 28 21 14 10
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The T[°C] values presented in Table 1 correspond
to the minimum temperature of the area where the
cylinders will be located. Intermittent consumption
refers to less than 4 consecutive hours of operation
of consumer equipment daily, while continuous con-
sumption implies more than 4 consecutive hours per
day.

2.2.2. Sizing of stationary tanks

Equation (2), [36] indicates the natural vaporization
capacity of LPG from a stationary storage container.

Q = p.S.K.
(T − Tg)

CLV
(2)

Where: Q is the natural vaporization capacity in
kW, p is the percentage of liquid fuel in the container
in %, S is the surface area of the container in m2, K
is the heat transmission coefficient through the walls
of the container in kW/m2 ºC, T is the minimum
external ambient temperature of the area where the
container will be installed in ºC, Tg is the liquid-gas
equilibrium temperature in ºC, and CLV is the latent
heat of vaporization of LPG in kWh/kg.

The so-called simultaneity factor is applied in res-
idential applications with multiple users, such as in
buildings, as presented in Table 2. This factor allows
for a reduction in the maximum demand during the
peak consumption hour, assuming that not all users
are using the fuel service at that moment.

Table 2. Simultaneity factor in buildings [36]

Number of houses S1 Number of houses S2

1 1 1 1
2 0.50 2 0.70

3 a 5 0.40 3 a 5 0.60
6 a 8 0.30 6 a 8 0.55
9 a 14 0.25 9 a 14 0.45
15 a 39 0.20 15 a 39 0.40
40 a 50 0.15 40 a 50 0.35

Where: S1 is the simultaneity factor without heat-
ing boilers in the installation, and S2 is the simultaneity
factor with heating boilers.

2.2.3. Vaporizers

When the gaseous phase flow supplied by the natural
vaporization of the containers is insufficient to meet
the demand of the installation, it is necessary to re-
sort to forced vaporization through a vaporizer. This
equipment has an inlet for liquid LPG from the con-
tainer and an outlet in the gaseous phase towards the
service [37].

Equation (3) is used to select the appropriate va-
porizer:

Q = ET · Fd

PC
(3)

Where: Q is the required vaporization capacity in
gal/h, Et is the total energy needed for the system in
BTU/h, Fd is the load variation factor (usually consid-
ered as 1.10 for gradual loads), and PC is the calorific
value of LPG, considered as 94 450 BTU/gal.

2.3. Container location

LPG storage containers must be placed outside build-
ings, whether installed on the surface or buried. When
installed on the surface, they should be in open, well-
ventilated areas and equipped with protective elements
and signaling [38].

2.3.1. Location of containers on terraces

A particular case regarding the location of containers
on the surface is the installation on terraces. To do
this, the following requirements must be met [39]:

• Verify beforehand that the rooftop structure is
resistant to the load of the container filled with
water. Additionally, periodic preventive mainte-
nance tests, including conducting a hydrostatic
test, must be carried out on the container.

• Consider installing a lightning rod covering the
LPG storage area.

• Consider that the grounding connection for the
container should be independent of the building’s
grounding.

• Consider installing an equipped fire hydrant
(EFH) at an accessible point on the terrace.

• Keep a water supply operational to conduct the
hydrostatic test of the container.

2.3.2. Location of buried containers

The location of buried containers involves considering
various aspects, such as:

• Consider the characteristics of the terrain where
the container will be located to implement elec-
trical protections through sacrificial anodes or
cathodes.

• Consider that the containers must be anchored
on firm and level bases to prevent them from
coming out or floating to the surface in case of
floods.

• Consider that the containers must come prepared
from the factory for burial, including protective
paint, space for control and filling elements, and
access from the exterior.
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2.3.3. Incorrect container locations

LPG storage containers should not be placed under
the following conditions [27]:

• Confined spaces without ventilation.

• Basements or subfloors of buildings.

• Under buildings.

• Parking areas and locations with elements that
may increase the likelihood of disasters, such as
BLEVE, which stands for Boiling Liquid Expand-
ing Vapor Explosion, meaning a sudden explosion
of the fuel as it transitions from liquid to gas
state [40].

• Areas where garbage accumulates or where there
are materials around the containers that could
increase the likelihood of fire, as well as areas
with storage facilities for fats and oils.

2.4. Safety distances from containers

The technical regulations for LPG installations estab-
lish minimum distances from containers to third parties
that must be considered. These distances are deter-
mined based on the stored volume and the container’s
location (above or below the surface). Although there
may be variations in safety distances, the criteria used
to calculate these distances follow the guidelines out-
lined in Figure 3. This figure refers to the distances
considered for stationary containers that can be placed
either above or below the surface and filled on-site or
through displaced intakes; these containers must have
safety devices for pressure relief and venting in case of
overpressure.

Figure 3. Criteria for locating stationary containers based
on safety distance [27]

3. LPG transportation

This section refers to the fuel distribution pipes con-
necting the storage containers to the consumption
points.

3.1. Minimum conditions for selecting pipes

La NTE INEN 2260:2010 [6] establishes minimum cri-
teria for pipe installation, such as:

• Pipes can be metallic or plastic and must with-
stand the action of the fuel gas and the external
environment. They must be protected by an ef-
fective system depending on the type of pipe.

• The thickness of the pipe walls must meet at
least the pressure test conditions established for
these installations. Additionally, they must have
a mechanical strength that complies with the
manufacturing standards’ requirements for each
type of pipe.

• Visible pipes must be marked and identified with
colors following the ASME A13.1 [41] standard
(ochre yellow for gas phase conduction pipes and
white for liquid phase conduction pipes); con-
cealed pipes (embedded, buried or in ducts) must
also be marked [42].

• Pipes must convey the necessary flow for the
operation of consumer appliances.

3.2. Location of pipes

To facilitate inspection, maintenance, and repair in
case of leaks, installing the pipes that transport LPG
visibly is recommended. However, for aesthetic reasons,
users prefer the pipes to be concealed. Figure 4 shows
the accepted ways to install pipes for LPG:

Figure 4. LPG pipe location [26]

It is important to note that embedded pipes, that
is, those that are part of the building’s structure, are
not accepted for LPG transportation [6].

3.3. Pipe sizing

Dependiendo de la ubicación de las tuberías con res-
pecto a los reguladores de presión, estas se clasifican
en de media presión de baja presión.
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3.3.1. Medium-pressure pipes

These pipes are located at the outlet of the storage
containers, between the regulator of the first stage and
that of the second stage.

Various publications that present criteria for LPG
pipe sizing [43], can be found in the literature. Equa-
tion (4), [44] illustrates one of the most used methods,
according to Renouard:

p1
2 − p2

2 = 4810.L.d.Qs
1.82.D−4.82 (4)

Where: Qs represents the volumetric flow at stan-
dard conditions in m3/s, D is the internal diameter of
the pipe in m, p1 is the absolute pressure at the pipe’s
inlet in Pa, p2 is the absolute pressure at the pipe’s
outlet in Pa, d is the relative density of the gas d =
1.5 [5], and L is the equivalent length of the pipe in m.

The length in equation (3) corresponds to the equiv-
alent pipe length, representing the losses experienced
by the fuel passing through the pipes. This equivalent
length is expressed in equation (5), [37]:

Leq = 1, 2.L (5)

Where: L is the pipe length in meters, and Leq is
the equivalent length in m.

In equation (3), p1 is the absolute pressure at the
outlet of the first stage regulator, which depends on
the atmospheric pressure. It is known that atmospheric
pressure varies with the altitude above sea level of the
location where the system is installed. Equation (6)
shows the atmospheric pressure correction considering
a city’s height above sea level [37].

p = 1, 013.(1 − 0, 0000225577.H) (6)

Where: p is the pressure as a function of altitude
in bar, and H is the city’s height above sea level in m.

3.3.2. Low-pressure pipes

These pipes are located after the second stage regu-
lator [45]. Among the established criteria for sizing
low-pressure pipes, one of the most widely used is
the equation proposed by Pole, presented in equation
(7), [44]:

Qs = C.

(
D5(p1 − p2)

L.d

)0.5

(7)

Where: Qs is the volumetric flow at standard con-
ditions in m3/s, C = 4.635 [44], D is the internal pipe
diameter in m, p1 is the absolute pressure at the pipe’s
inlet in Pa, p2 is the absolute pressure at the pipe’s
outlet in Pa, d is the relative density of the gas d =
1.5 [5], and L is the equivalent pipe length in m.

Considering what is expressed in equation (7), the
pressure difference between the initial and final points
of the pipe section (the section between the second

stage regulator and the inlet of the consumer equip-
ment) is used. Therefore, the pressure expressed in
these criteria is gauge, not absolute, as in the medium-
pressure criteria. Consequently, the altitude above sea
level of the city location is irrelevant [43]. An accepted
value for pressure difference in low-pressure sections is
150 Pa [35].

3.3.3. Gas velocity in pipes

The gas velocity is the value obtained by dividing the
flow rate by the duct section [36], and it can be a
determining factor in optimizing pipe diameters due to
the excessive noise generated by the fluid flow through
them.

Equation (8) is used to calculate the velocity [46]:

v = 360.
Q

D2 (8)

Where: v is the gas velocity in m/s, Q is the flow
rate in m3/h, and D is the diameter in mm.

Table 3 shows the established maximum values of
permissible gas velocities, considering the area through
which the conduits pass, to prevent any potential noise
generated from becoming bothersome.

Table 3. Gas velocity in pipelines [36]

Velocity Pipe location
30 General distribution network and service con-

nections, buried conduits.
20 General distribution network and service con-

nections, overhead conduits.
10 Standard building installation and individual

installation

3.4. Pipe materials

Various pipe materials are accepted for LPG piping.
Table 4 displays the materials allowed by NFPA 58 [47]
for LPG pipes, along with commonly employed joining
methods. Additionally, some regulations support using
polyethylene-aluminum-polyethylene (P-Al-P) pipes
in gas system installations [6].

Table 4. Materials accepted by NFPA 58 for LPG trans-
portation [26]

Material
Manufacturing Joining

standard procedure

Steel
ASTM A 53

SMAWASTM A106
Stainless steel ANSI/CSA 6.26 Pressing fit

Copper
ASTM B 88

Oxy-acetyleneASTM B 280

Polyethylene ASTM D 2513-09
Thermofusion
Electrofusion
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The pipes that are not accepted for LPG con-
veyance are:

• Cast iron pipe [33].

• Lead pipe [35].

3.5. Pipe selection criteria

It is essential to consider various aspects when choosing
a pipeline for LPG service, as these can significantly
impact the system’s total cost or even make the in-
stallation unfeasible. Figure 5 illustrates two of the
criteria used for selecting LPG pipes.

The weight per unit length of the pipe is crucial,
especially in tall installations (buildings) or when cov-
ering extensive distances. Tensile strength must be
considered essential when the pipeline is installed in
areas with a high impact probability.

Figure 5. Factors for selecting LPG pipes. Adapted from
[48]

Other additional factors are also crucial when se-
lecting pipes, such as:

• Having a sufficient stock of materials to meet
the needs of a project.

• Having skilled personnel to join pipes using fit-
tings.

• Having the required energy for the pipe joining
equipment with fittings.

4. Pressure regulation

It is a device that automatically reduces the gas inlet
pressure, resulting in a lower (outlet or "regulated")
but constant pressure downstream from where it is
installed, keeping it within established limits for a
specified flow range [36]. Pressure regulators can be
fixed or adjustable (referring to the outlet pressure).
In regulation systems, there are single-stage systems

(a single pressure regulator) and dual-stage regulation
systems (medium-pressure regulator and low-pressure
regulator) [49]. The pressure regulator is the heart of
an LPG installation as it compensates for upstream
pressure variations and delivers the required pressure
and flow downstream.

4.1. Location of pressure regulators

Medium-pressure regulators should preferably be
placed in outdoor areas of buildings. They must be
accessible from the common areas of the building or
the exterior in the case of single-family homes [50].

They can be installed inside spaces designated for
the placement of meters as long as these spaces are
located in ventilated areas. If the meters are placed in
cabinets inside the building, these cabinets must be
sealed, and the interior must be ventilated directly to
the outside [51].

A single-stage pressure regulator must be installed
outside buildings, and exceptionally, it may be located
inside buildings as long as it has an integrated relief
valve, with the outlet directed towards the exterior [50].

4.2. Selection of pressure regulators

Figure 6 shows the curves for selecting the first-stage
pressure regulator based on energy demand. To use the
graph, a specified consumption and service pressure
must be considered as a starting point. With these
data, a minimum pressure in the container should be
considered, and according to the manufacturer’s cata-
log, the model that meets these conditions is selected.

Figure 6. Selection of the first-stage regulator [52]

Figure 7 shows the curves for selecting the second-
stage regulator. Reading and selecting these regulators
is similar to what has been indicated for selecting
first-stage regulators.
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Figure 7. Selection of the second-stage regulator [52]

5. Consumer equipment

These are the elements that require fuel to meet the
needs of a user. These devices must have specific char-
acteristics, including [31]:

• Withstand the action of the fuel gas (GLP).

• Be designed to operate with the fuel gas.

• Withstand the action of the external environment
in which they must be located.

5.1. Accessibility of consumer equipment

Accessibility to GLP consumption equipment is an
essential requirement. This implies that they must be
within reach of users for manipulation and control.
Three levels of accessibility are established, as shown
in Table 5.

Table 5. Accessibility to gas appliances [53]

Level of Characteristic
accessibility

1 They can be manipulated without opening locks,
and no stairs or mechanical means are required
to access them.

2 They are protected by a cabinet, accessible regis-
ter, or door with a standard lock, and no stairs
or mechanical means are required to access them.

3 Stairs or special mechanical means are needed for
manipulation. Access to them is through private
areas, which, even if they are common areas, are
for personal use.

5.2. Consumer equipment power

The basis for the sizing of an LPG system is linked
to the power required by consumer equipment, which
must be satisfied through the natural vaporization
of the containers. Appliances can be categorized as
domestic or industrial. Table 6 shows typical power
ratings for LPG consumer equipment.

Table 6. Potencias típicas de equipos de GLP [53]

Appliance Power Appliance Power
[kcal/h] [kcal/h]

Water heater Heater
80 l 6000 5 l/min 10000
150 l 8000 10 l/min 20000
200 l 8200 13 l/min 26400
260 l 8200 16 l/min 31400

Domestic stove 8000 Cooktop 8000
Semi-industrial stove 24000 Fryer 9300

Clothes dryer 12700 Heater 3000

The power consumption of each system device must
be added to determine the total power. In the case
of multifamily residential networks (buildings), this
power must be adjusted by the simultaneity factor.

Equation (9) shows the power consumption ratio
affected by the simultaneity factor for multifamily res-
idential systems (buildings) [50].

Qsc =
∑

Qsi.S1−2 (9)

Where: QSC is the maximum probable flow rate,
QSi is the maximum flow rate of each consumer equip-
ment, and S1−2 is the simultaneity factor according to
the number of users, as established in Table 2.

6. Start-up of systems

To ensure the optimal operation of the LPG system, it
is necessary to conduct various tests and verifications
before supplying the fuel and igniting the consumption
equipment.

6.1. Tightness test

It is necessary to carry out the tightness test on all
piping systems before putting them into operation [54].
This test must be conducted at a pressure higher than
the system’s maximum operating pressure (MOP), as
established in Table 7.

Table 7. Pressure and test times according to MOP [6]

Operating Test Test
pressure [kPa] pressure [kPa] time [min]
200<MOP<500 >1.50. MOP 60
10<MOP<200 >1.75. MOP 30

MOP<10 >2.50. MOP 15

This tightness test must be performed on all
pipeline sections and can be conducted in segments.
The test result must be satisfactory, meaning there
should be no pressure drop in the pipeline network
during the minimum established time. Additionally, a
record must be completed with all the data collected
during the test and must bear the signature of the
professional in charge of the work and a representa-
tive of the building’s user [54]. If the test result is not
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satisfactory, the location of the possible leak must be
verified, and the corresponding repair must be carried
out.

6.2. Purge

It is necessary to carry out a network sweep or purge
before start-up to eliminate debris and residues that
may enter the pipeline during the assembly phase, in-
cluding welding slag. This helps eliminate such residues
and prevents the risk of obstruction or blockage in the
regulators or burners of consumer equipment [49].

6.3. Signaling

To alert individuals unfamiliar with the LPG system
(storage, pipelines, equipment), safety signs must be
installed warning of the danger associated with han-
dling fuel gas. These signs should be placed in visible
locations and have appropriate dimensions to be easily
identified by users.

6.4. Protections

LPG systems must be protected from third-party in-
terference. The worst-case scenario in storing an LPG
system is the formation of a BLEVE (Boiling Liquid
Expanding Vapor Explosion) [40]. This phenomenon
represents a particular case of a catastrophic explosion
of a pressure container, in which there is a sudden
release of a large mass of pressurized and superheated
liquid or liquefied gas into the atmosphere.

It is necessary to install water-based cooling sys-
tems in storage. In the event of a fire around the
containers, these systems can delay the formation of
this phenomenon until the competent authority can
control the fire.

6.5. Required technical documentation

LPG system installation projects must have the nec-
essary documentation. This documentation must be
submitted to the competent authority [7] to verify
compliance with the technical and legal regulations in
force in each territory. The technical documentation
must include [30]:

• Technical report of the project, including all as-
pects considered during the design, construction,
assembly, and suitability verification phases of
the LPG system.

• Installation drawings, including all the construc-
tion details used during the assembly phase.

• Signed records of tightness tests and other verifi-
cations on the system to ensure compliance with
regulatory and safety standards.

• Certifications of the elements used in the system
to verify compliance with the required quality
standards.

7. Conclusions and recommendations

LPG is one of the most widely used fossil fuels in
residential, commercial, and industrial settings. Its uti-
lization, however, poses risks to both individuals and
buildings. This review outlines the minimum safety
criteria that should be incorporated into an LPG in-
stallation.

It is crucial to emphasize that these systems must
be designed by professional engineers with expertise in
regulatory compliance to provide users with safe and
efficient systems.

Each system has characteristics and peculiarities
that set it apart from others. For this reason, the tech-
nical designer in charge of the design must be familiar
with all the material and accessory options approved by
regulations to provide users with high-quality systems.
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Abstract Resumen
This article presents a systematic literature review
on the reuse of electric vehicle batteries (EVB) for
second-life applications in power systems. The end-of-
life of these batteries represents a major environmen-
tal problem due to their composition and materials.
The study aims to analyze the reuse of EVBs as a
sustainable alternative for the environment. Addition-
ally, it seeks to provide complementary services to
facilitate the incorporation of intermittent unconven-
tional renewable generation into the electrical grid.
Through an exhaustive search of scientific publica-
tions indexed in prestigious digital catalogs and their
subsequent systematic treatment, a selected group
of 49 scientific articles published between 2018 and
2023 have been found in which the different opportu-
nities, benefits and limitations of second-life energy
storage systems oriented to boost a circular economy
have been identified. The study concludes that, al-
though the reuse of batteries has not yet been fully
addressed or implemented due to existing challenges
in terms of technology, costs, and regulations, it is of
utmost importance to delve deeper into its analysis
to improve efficiency and reduce the environmental
impacts associated with the manufacturing, use, and
disposal of such batteries.

Este artículo presenta una revisión sistemática de
literatura relativa al tópico reutilización de baterías
de vehículos eléctricos (BVE) para aplicaciones de
segunda vida en sistemas eléctricos de potencia. El
fin del ciclo de vida de estas baterías representa un
gran problema ambiental debido a su composición
y materiales. El estudio tiene por objeto analizar
la reutilización de las BVE como una alternativa
sostenible para el medioambiente y, además, para
brindar servicios complementarios que faciliten la in-
corporación de generación renovable no convencional
de carácter intermitente a la red eléctrica. A través
de una búsqueda exhaustiva de publicaciones cientí-
ficas indexadas en catálogos digitales prestigiosos y
de su posterior tratamiento sistemático, se ha llegado
a un número selecto de 49 artículos científicos pub-
licados entre 2018 y 2023. En ellos ha sido posible
identificar las diferentes oportunidades, beneficios y
limitaciones de los sistemas de almacenamiento de
energía de segunda vida orientadas a impulsar una
economía circular. El estudio concluye que, si bien la
reutilización de baterías no está plenamente tratada
ni implementada, debido a que aún enfrenta desafíos
en términos de tecnología, costos y regulaciones, es de
gran importancia profundizar su análisis para mejorar
la eficiencia y disminuir los impactos ambientales que
provocan su fabricación, uso y desecho.

Keywords: Battery energy storage system, Electri-
cal vehicle, Second-life applications, Power systems,
Renewable energy

Palabras clave: Sistemas de almacenamiento de
energía en baterías, vehículos eléctricos, aplicaciones
de segunda vida, sistemas eléctricos de potencia, ener-
gía renovable
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1. Introduction

The concerning statistics outlining the decline of fos-
sil fuels and the consequences the world faces due to
climate change have driven the development of new
technologies. Among these innovations, the electric
vehicle (EV) has emerged as a standout solution [1].
The escalating focus on decarbonizing transportation
has resulted in a surge of electric vehicles on our roads,
necessitating a continuous supply of charging infras-
tructure. As electromobility (EM) becomes more rel-
evant for users, the demand for secondary batteries,
also called rechargeables [2], increases. Among all the
currently available options, lithium-ion batteries play a
prominent role in the application of electric vehicles [1].

The demand for lithium-ion batteries has signifi-
cantly increased in recent years due to the growth of the
electric vehicle market. Although these batteries can
last several years, they eventually lose their ability to
hold a charge and must be replaced. Proper disposal of
these batteries is crucial to prevent the release of toxic
chemicals and reduce environmental impact [3]. In this
context, electric vehicle battery reuse has emerged as a
sustainable and cost-effective alternative [4]. Although
the batteries may not be suitable for vehicles after
losing their capacity, they can still have significant
value for energy storage applications within a power
system, as reported in studies in [5–8].

Beyond the environmental benefits, battery reuse
can also be economically profitable [9] since a signifi-
cant reduction in the cost of energy storage systems
(ESS) and other products relying on lithium-ion bat-
teries can be achieved for secondary applications. This
becomes particularly important as the demand for ESS
increases to support the integration of intermittent re-
newable energy sources into power systems.

Regarding electric vehicles (EVs), a battery is con-
sidered to have reached the end of its useful life when
its charging capacity falls below 80% of its nominal
capacity [10]. As a result, it is foreseen that in a few
years, the storage of used EV batteries will become a
significant problem from various perspectives. Finding
an efficient way to recycle or reuse them is a sensitive
environmental issue. However, the fate of EV batter-
ies will depend mainly on charging habits and the
temperatures to which they have been exposed. If a
battery is in good condition, its components could be
used as spare parts for other similar systems [11,12].
A battery in good condition should maintain an ac-
ceptable storage capacity (generally above 80% of its
nominal capacity), be physically intact without sig-
nificant damage, have remaining life cycles, maintain
proper chemical condition, have been operated under
suitable temperature and charging conditions, and be
equipped with effective battery management and com-
munication systems. Otherwise, they could be used as
a means to store energy in conjunction with distributed

generation systems [13], such as photovoltaic [14] or
wind generation [15]. With the notable increase in
the use of renewable energies worldwide [16], the need
to store surplus generated energy has become crucial.
Currently, ESS play a pivotal role in ensuring stability
in distribution systems (DS) during periods of high or
low demand. For this reason, in the future, the inclu-
sion of battery systems in DS should be considered,
which could contribute significantly to reducing energy
costs and improving specific quality indicators of the
electric supply affected by the massive integration of
renewable generation with high variability [17,18].

The planet’s resources are limited, and their extrac-
tion from nature often involves complex engineering
processes. Therefore, it is necessary for all engineering
fields that have contributed to the development of EVs
to collaborate to find the most suitable environmental
solution, considering the construction, maintenance,
and recycling of batteries [19]. To address this issue,
this article presents a systematic literature review fo-
cused on searching for technological solutions to reuse
EV batteries for energy storage applications and pro-
viding ancillary services to power systems to facilitate
the widespread integration of renewable energy. This
review considers research conducted in the last five
years by scientists and researchers worldwide.

2. Materials and methods

The systematic process of searching for literary sources
that enrich the content of this research is carried out
using the documented bibliographic review methodol-
ogy, according to Codina [20]. The final result will be
a systematic review based on high-quality scientific ar-
ticles published, focusing on the reuse of EV batteries.
Prestigious databases such as Web of Science, Scopus,
and IEEE Xplore have been used as sources for search-
ing bibliographic resources. Figure 1 shows a flowchart
illustrating the procedure followed for selecting the
studies.

2.1. Inclusion criteria

The literature review encompasses the search period
from 2018 to 2023, employing the keywords: "second-
life electric vehicle batteries," "renewable energy," and
"grid support." Articles in English that are fully avail-
able online and address the reuse and/or recycling of
EV batteries have been selected. The digital databases
considered in this study are recognized for their pres-
tige in the academic and research domains and for be-
ing subscribed to by many academic and research insti-
tutions worldwide. This makes them essential sources
of information for a broad community of researchers,
professors, and students. Therefore, accessibility to
these resources is a crucial factor that must be consid-
ered in a systematic literature review Table 1 provides
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a concise summary of the selection criteria employed
in the systematic review.

Figure 1. Flowchart of the process followed for study
selection

Table 1. Criteria for article selection

Article Selection criteria
Sector Electrical engineering, renewable energy,

sustainable technology
Language English
Sources Web of Science, Scopus, IEEE Xplore
Year of publication 2018-2023
Accessibility Online access, full text
Relevance Reuse of EV batteries with

renewable energy
Search string "Second-life electric vehicle batteries" AND

"Renewable energy" AND "Grid support"

2.2. Study selection

The initial search yielded a comprehensive set of 458 sci-
entific works. Subsequently, 318 articles were excluded
due to the lack of fundamental search components
(title, abstract, and keywords) and because they were
outside the study period or had limited access, thus
reducing the number of articles to a total of 140 with
the characteristics shown in Figures 2 and 3. After
reviewing the title and abstract of each article, 49 ar-
ticles were selected to serve as the foundation for this
study. This meticulous curation represents the essence
of a systematic literature review, ensuring the incor-
poration of studies characterized by quality, relevance,
and accessibility.

Figure 2. Classification of articles by areas Source: Web
of Science

Figure 3. Classification of articles by country Source: Web
of Science

2.3. Bibliometric analysis

Once the articles that meet the inclusion criteria de-
fined in section 2.1 are selected, bibliometric anal-
yses are conducted using the open-access program
VOSviewer. This allows for exploring the relationships
between the articles and presenting a graphical anal-
ysis showing nodes represented by keywords and the
links or connections between each article. The position
of the nodes in the visualization is determined by the
clustering algorithm used by VOSviewer.

After selecting the articles for the study, they were
imported into VOSviewer (version 1.6.19) [21], where
a co-occurrence analysis was conducted to assess the
relationships between the articles based on keywords.
Finally, a network visualization was generated to facil-
itate the scientific literature’s exploration and analysis
of patterns.
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Figure 4 shows the network visualization identify-
ing four emerging groups. Four main clusters related
to lithium-ion batteries, electric vehicles, second life,
and energy-storage can be observed.

Figure 4. Network of words obtained through bibliometric
analysis using the open-access program VOSviewer

3. Results and discussion

Figure 5 illustrates the evolution of bibliographic ma-
terial related to the reuse of EV batteries between
2018 and 2023. The selection of studies to support
this systematic review revealed a significant increase
in publications starting in 2018, further escalating in
2022. This upward trend continues in 2023, consider-
ing the substantial number of articles published in the
early months of this year. This indicator demonstrates
the current relevance of the topic addressed in this
study, whose fundamental aspects will be discussed in
this section.

Figure 5. Classification by year of the selected publica-
tions

The following is a critical analysis based on the
comprehensive review of the 49 selected articles, which
address the challenges or barriers currently faced by
reusing electric vehicle batteries. Additionally, some

benefits offered by reusing to various stakeholders are
highlighted, as well as the sectors interested in provid-
ing second-life to these batteries. Finally, the results
obtained through the literature review on renewable
energy storage in the second-life of EV batteries are
presented.

3.1. Barriers and benefits of the reuse of EV
batteries

In practice, projects involving the reuse of EV batteries
seek to reduce dependence on fossil fuels [1], enhance
the electrical grid’s stability, reduce energy costs, etc.
The inclusion criteria for renewable energies may vary
depending on the specific focus and objectives of the
study or project.

3.1.1. Barriers or limitations

• Battery Type: Not all available batteries are
suitable for reuse projects. Primarily lithium-
ion batteries will be reused because among their
fundamental characteristics, they exhibit high
specific energy and energy density, enabling them
to operate in extreme temperatures and for more
extended periods. This is in contrast, for example,
to nickel-cadmium or lead-acid batteries, which
tend to be discarded. Additionally, lithium-ion
batteries are manufactured with more environ-
mentally friendly materials [22].

• Battery condition: The condition and func-
tionality of a battery must be determined [8–10].
Batteries in good condition can be reused for
energy purposes, while those in poor condition
may require repair or recycling processes.

• Scale of use: It is necessary to define the scale
of use for the batteries, determining whether they
will be used in small or large-scale projects [5].
This can influence the choice of storage technol-
ogy and how the batteries will be integrated into
the power system.

• Storage technology: It is necessary to deter-
mine the storage technology that will be used
to reuse batteries, such as stationary or mobile
storage [23]. Each technology has its specific
characteristics and requirements, so it must be
determined which one is most suitable based on
the requirements of the final application.

• Regulatory framework and Grid Code:
There should be a regulatory framework and
Grid Code governing the reuse of EV batteries
in the context of renewable energies. These regu-
lations could include incentives or subsidies. In
the European Union, new battery-use measures
were implemented at the end of 2022 to increase
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the recycling of all types of batteries. The aim is
to achieve recycling rates of 45% by 2023, 63%
by 2027, and 73% by 2030 [24, 25]. On the other
hand, in Spain, Real Decreto 265/2021 was en-
acted in April 2021, addressing the treatment of
EVs at the end of their useful life and the han-
dling of all their parts [26]. This aspect is crucial
for fostering project initiatives in this field.

3.1.2. Benefits

• Environmental impact: It is essential to as-
sess the environmental impact arising from the
reuse of electric vehicle batteries in the context
of renewable energies [5], emphasizing benefits
such as reducing greenhouse gas emissions and
decreasing carbon footprint. Likewise, it is cru-
cial to consider the environmental impact associ-
ated with the production, repair, and recycling
processes of these batteries.

• Economic viability: Acquiring a second-life
battery will always be more economical than ac-
quiring a new one [27]. Therefore, it is necessary
to assess the project’s economic viability, consid-
ering the costs associated with the acquisition,
transportation, installation, and maintenance of
the batteries, as well as the potential income
generated from the sale of energy.

3.2. Main sectors interested in the reuse of EV
batteries

Various sectors show potential interest in reusing and
recycling the EV batteries. Among them are electric
vehicle manufacturers, who could benefit from reduc-
ing production costs. Owners of electric vehicles with
environmental awareness might also be interested, as it
would provide peace of mind by ensuring proper han-
dling of waste and hazardous materials and offering
savings when acquiring a new battery. Recycling com-
panies are also interested due to the growing demand
for these types of batteries and the rising prices of
raw materials used in their production. Governments
concerned about environmental and safety issues could
promote battery reuse to support the transition to a
circular economy [28–30] and reduce the exploitation
of natural resources.

A solution to minimize waste and maximize the
reuse and recycling of resources is to implement a
circular economy [28] in producing and recycling EV
batteries. This involves designing batteries with easily
removable and reusable components. It also entails us-
ing recycled and recyclable materials in manufacturing
new batteries, which would significantly contribute to
reducing the carbon footprint and decreasing the need
to extract and process raw materials from nature [27].

Figure 6 provides a perspective of a circular economy
applied to EV batteries.

Figure 6. Circular economy perspective of the life of an
EV battery. Illustration modified from [30]

3.3. Applications of EV battery reuse for re-
newable energy storage

The efforts invested in the literature review docu-
mented in this article have been primarily focused
on presenting the main applications of the reuse of EV
batteries in the field of renewable energy storage in an
electrical grid. By addressing the established objective
of the study and conducting a thorough search based
on inclusion criteria, a total of 49 articles were gath-
ered to analyze EV battery reuse in renewable energy
storage. Of these, 26 articles specifically discuss the
second-life of EV batteries.

The storage capacity retained by an EV battery
at the end of its useful life, combined with the ur-
gency to address global warming and environmental
pollution, promotes the development of efficient and
alternative technologies for the second-life application
of EV batteries [31].

With the expansion of renewable energies world-
wide, it becomes imperative to have energy storage
systems [32], and the use of second-life EV batteries
emerges as one of the viable solutions.

Stationary energy storage [23], involving the use
of a bank of EV batteries on platforms located on
a fixed surface, represents one of the most common
applications for the reuse of EV batteries, especially



100 INGENIUS N.◦ 31, january-june of 2024

those storing energy from renewable sources such as
photovoltaic and wind [33]. This energy could meet
demand when generation experiences significant varia-
tions due to the intermittent nature of solar or wind
energy. This could be achieved by injecting energy into
the grid or directly delivering surplus energy to users
to cover their total or partial demand. Users represent-
ing a substantial load would be crucial to justify the
implementation of storage systems, such as integrating
battery systems in buildings [34–36] or educational in-
stitutions. A specific example of this application is the
installation of solar panels and batteries in elementary
schools in Kenya [37].

For residential users, low consumption implies re-
duced savings when using storage systems; therefore,
their installation is only viable if they serve commu-
nity installations [38]. Another published case study
focused on a collective system of four homes. The
electrical consumption behavior was analyzed over a
week with the incorporation of a storage system using
second-life electric vehicle batteries integrated with a
photovoltaic system. As a result, a self-consumption
rate of 69% was achieved, along with a reduction in
peak power from 10.8 to 6.9 kW [39].

It is estimated that, from electric vehicles sold until
2020, there will be a storage capacity of retired batter-
ies by 2028 ranging between 120 and 549 GWh. This
availability can be utilized in implementing projects
for small, decentralized and autonomous rural net-
works, contributing to developing rural communities
in developing countries [40].

Research conducted on the island of Tenerife, Spain,
estimates that by 2031, up to 83.2 MWh could be col-
lected using second-life electric vehicle batteries inte-
grated into wind power generation [5]. A study related
to wind farms has developed a stochastic economic
dispatch model for renewable energy at the megawatt
level based on data from NASA batteries. This model
assesses the temperature conditions and charging and
discharging currents to which the batteries are sub-
jected in a power system with ten generation units [41].

A study conducted in California, United States,
demonstrated that economically, a project using
second-life batteries is more advantageous than one
considering new batteries in a combined photovoltaic
energy project [27]. At the University of California,
Davis, a microgrid was designed and built to inves-
tigate the effectiveness of second-life electric vehicle
(EV) batteries in conjunction with commercial-scale
photovoltaic generation. The first study’s results, con-
ducted over a year, indicate that EV batteries help
reduce the load on an electrical grid and provide sta-
bility during peak hours, thus supporting the reuse of
EV batteries [42]. In California, it is estimated that
by 2050, the energy stored by second-life EV battery
systems will represent 15 TWh per year, equivalent to
5% of the currently used energy [32].

An innovative and sustainable application for
second-life EV batteries is fast-charging stations for
EVs, where the batteries receive energy from renew-
able sources and then supply it to the EVs [43,44]. In
China, EV batteries were used as a backup for a com-
munication station, supported by a technical-economic
study endorsing their use [45].

Electric vehicle batteries reused in stationary stor-
age can contribute to stabilizing the frequency of power
systems [9], especially in those with a high percentage
of unconventional renewable energy penetration or in
weak systems such as island grids. The frequency of
the electrical network depends on the variability of
the load: when the demand for energy increases, the
frequency of the electrical system decreases, and vice
versa. In these systems, batteries play a crucial role in
regulating the variability between demand and gener-
ation, providing energy to the system when demand
increases and storing surplus generation during periods
of low demand. This reduces the need for fossil gen-
eration sources, contributing significantly to reducing
carbon emissions.

Another interesting application is power smooth-
ing, which refers to the technique used to reduce fluc-
tuations in electrical power production [46, 47]. Its
goal is to improve the quality and stability of the en-
ergy source, which is crucial for sectors like industry
or healthcare, where a power outage could lead to
significant losses or severe consequences for human
health. There are various methods to implement power
smoothing in electrical generation systems, including
using batteries or other energy storage systems, em-
ploying energy converters, or implementing advanced
control and monitoring systems [48,49]. Power smooth-
ing, through the use of EV batteries, optimizes the
utilization of second-life EV batteries as stationary en-
ergy storage systems [50,51], thereby reducing fluctua-
tions in electrical power production. This application
is handy in renewable energy generation, such as wind
or solar power [48], [52,53], where power production
is stochastically modeled and varies based on weather
conditions. This technique contributes to improving
the quality and stability of the energy source and rep-
resents a cost-effective and sustainable solution for
reusing EV batteries [54].

The application of mobile energy storage considers
using second-life batteries for smaller electric vehicles.
This application can make urban electromobility more
sustainable and reduce carbon emissions into the envi-
ronment [23].

4. Conclusions

This study presents the results obtained by applying
a systematic literature review methodology related to
reusing electric vehicle (EV) batteries. The review pro-
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cess involved a thorough exploration conducted across
reputable databases, including Web of Science, Scopus,
and IEEE Xplore. In the initial stage, 458 relevant
scientific papers were identified. Nevertheless, follow-
ing an exclusion process that factored in criteria such
as the availability of key components in the search,
document accessibility, and inclusion within the study
period (2018-2023), only 140 articles were selected. Fi-
nally, after a thorough review of titles and abstracts,
49 articles were carefully chosen as the foundation for
this study.

The results indicate that, over the last five years,
there has been a steady increase in the number of
scientific works published in indexed journals address-
ing the concept of the second-life of electric vehicle
batteries to provide energy support to power systems
incorporating unconventional renewable generation.

The reuse of electric vehicle batteries has signifi-
cant potential to reduce the carbon footprint of the
transportation industry, contribute to the decarboniza-
tion of energy matrices, and support the stability and
quality of energy in electrical systems. For this reason,
research and development in this field must continue to
advance to increase the energy efficiency of generation
systems that utilize unconventional renewable energies.
The ultimate goal should be establishing a circular
economy system where electric vehicle batteries are
reused in various applications, extending their lifes-
pan to the maximum. This approach will help reduce
the need for new batteries and, in turn, decrease the
ecological impact of raw material extraction processes.
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Abstract Resumen
Currently, cycling has increased significantly, along
with the implementation of mountain bikes (MTB)
with rigid frames, which are employed both as a means
of transportation and for competitions due to their
affordable cost. Since these bikes serve various pur-
poses, they present varying stresses on their frames,
surpassing design requirements and leading to failures
in the upper chainstays. This study analyzes this type
of failure, for which information regarding the frame
material, acting loads, and 3D modeling is collected.
Subsequently, a failure homologation analysis is con-
ducted, and a proposal for improvement is generated
by applying geometric optimization, determining a
thickness of 3.50 mm in the upper chainstays and
guaranteeing the resistance of the bike frame under
the study conditions; that is, a drop of 60 cm and
a load of 74 kg. This modification ensures that the
stress in the upper chainstays does not exceed the
ultimate stress of the material of 890,94 MPa.

En la actualidad la práctica del ciclismo ha tenido un
incremento considerable, así como el uso de bicicletas
de montaña (Mountain Bike, MTB, en inglés), de
cuadro rígido, utilizadas como medio de transporte y
para competencia, debido a su costo asequible. Este
tipo de bicicletas, al ser utilizadas para varios propósi-
tos, presentan esfuerzos variados en su cuadro, que
conllevan a sobrepasar las exigencias de diseño, pre-
sentándose fallos en las vainas superiores. Este tipo
de fallo es analizado en este estudio, motivo por el
cual se levanta la información referente al material del
cuadro, cargas actuantes y modelado 3D. Posterior
se genera un análisis de homologación del fallo y se
determina una propuesta de mejora aplicando opti-
mización geométrica, donde se determina un espesor
de 3,50 mm en las vainas superiores, garantizando la
resistencia del cuadro de bicicleta bajo las condiciones
de estudio; es decir, un drop de 60 cm y carga de
74 kg, con la cual se garantiza que el esfuerzo en las
vainas superiores no sobrepase el esfuerzo último del
material de 890,94 MPa.

Keywords: rigid frame, MTB, chainstay, geometric
optimization, ultimate stress, drop.

Palabras clave: cuadro rígido, MTB, vainas superi-
ores, optimización geométrica, esfuerzo último, drop.
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1. Introduction

The bicycle has become one of the most widely used
alternative means of transportation, experiencing a
significant increase in recent years [1,2]. In addition to
promoting health and being environmentally friendly,
its accessibility makes it an affordable option for soci-
ety [3, 4].

Considering the wide variety of bicycles, MTBs
are the most commonly used due to their versatility
and ability to ride on both roads and mountainous
terrains [5]. These bicycles have front suspension, and
their frame is rigid. Over time, bicycles have undergone
a significant technological evolution, with a consider-
able reduction in weight and an increase in resistance,
transitioning from the use of steel to composite ma-
terials reinforced with carbon fiber in most bicycle
components and experiencing improvements in their
transmission system [6].

Carbon Fiber Reinforced Polymer (CFRP) compos-
ites are used in manufacturing bicycle frames due to
their advantages in lightweight, mechanical strength,
and corrosion resistance [7]. It is worth noting that
aluminium alloy inserts are incorporated in the inter-
face areas with other bicycle components due to the
type of connection [1]. The application of composite
material in MTB bicycles is based on the arrangement
or orientation of the fibers, using proposed filament
braiding, which avoids excessive stiffness [8].

This vehicle comprises various components, one
of the most important being the frame, as it holds
the primary interfaces and is the point where stresses
converge. Consequently, the frame is predisposed to
failure due to the concentration of loads transmitted
during operation [9].

Besides occurring at the joints and interfaces, the
most common failures in rigid frames of MTB bicycles
manifest in the upper and lower chainstays [10, 11].
This is due to overload caused by jumps or steep de-
scents. Additionally, there are cases caused by falls,
which are not considered failures in normal opera-
tion [12]. The analysis specifically focuses on the failure
in the upper chainstays due to the physical configura-
tion of a rigid frame.

It is essential to present a solution proposal since
the failures are directly proportional to the increased
use of rigid carbon fiber frame bicycles. This leads to
greater customer dissatisfaction, resulting in a direct
discredit of bicycle brands and, consequently, causing
losses in sales [13].

By determining an improvement proposal through
the geometric optimization of the upper chainstays [14],
mechanical strength is ensured according to the design
requirements of this type of bicycle, considering the de-
sired input and output parameters [15], in line with the
provisions of ISO 4210-6 2019 and its application [16].

In this article, the failure load and the configu-

ration of the material used are determined. Then, a
validation of the failure is carried out using engineering
software. Subsequently, a solution proposal is presented
through the geometric optimization of the upper chain-
stays [17].

2. Materials and Methods

2.1. Laminate configuration

An MTB bicycle manufactured with CFRP of dimen-
sions 15” R29, was used, exhibiting a failure in the
upper chainstays, as illustrated in Figure 1.

Figure 1. Failure in the upper chainstays

In this case, for the application of the bicycle frame,
a quasi-isotropic laminate is used, with layers oriented
in [0°, 45°, –45°, 90°]. This quasi-isotropic carbon fiber
laminate offers several significant advantages, such as
good performance in terms of strength and stiffness in
multiple planes. It also provides greater durability due
to better load distribution, increasing the material’s
resistance to fatigue. This is especially valuable in ap-
plications where the laminate is subject to variable or
cyclic loads over time. Another factor is the reduction
in sensitivity to cracks, as it is less prone to crack
propagation or localized damage, in addition to better
vibration absorption. These characteristics result from
its structure and uniform distribution of carbon fibers
in multiple directions [18].

Carbon fiber sheets are composed of filaments con-
taining a percentage between 80 and 95% carbon, with
a diameter usually around 8 µm. A resin or polymeric
matrix is used to position and bond these filaments
and protect them from external agents [19,20].

Figure 2 illustrates the orientation system of car-
bon fibers subjected to tensile and compressive stress,
considering fiber orientation [19,21].
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Figure 2. Quasi-isotropic laminate [20]

Table 1 shows the epoxy/carbon composite mate-
rial constants.

Table 1. Composite material constants

Exy Eyz Exz
Young’s Modulus (GPa)

123.3 7.78 7.78

Vxy Vyz Vxz
Poisson’s Ration

0.27 0.42 0.27

Gxy Gyz Gxz
Shear Modulus (GPa)

5 3.8 5

2.2. Methods of analysis

To analyze carbon fiber bicycle frames, a quasi-
isotropic laminate is used with the following fiber orien-
tation and arrangement angles: 0º / 90º / +45°/ –45°/
–45°/ +45/ 90º / 0º, which are loaded into the program
configuration as layers before conducting simulations.

Furthermore, in the material analysis, orthotropic
symmetry is taken as a reference, and the material
constitutive equation in equation (1) is considered for
a Cartesian system with three mutually perpendicular
directions, where the stresses (σ) are equal to the prod-
uct of the stiffness matrix (C) and the deformations
(ε) [19].



σ1
σ2
σ3
τ23
τ31
τ12


=


C11 C12 C13 0 0 0
C21 C22 C23 0 0 0
C31 C32 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66





ε1
ε2
ε3
γ23
γ31
γ12


(1)

Where:

• σ1,2,3 = Stresses in the x, y, and z directions

• τ1,2,3 = Shear in the x, y, and z directions

• [C] = Stiffness matrix

• ε1,2,3 = Deformations in x, y, and z

• γ1,2,3 = Angular deformation in x, y, and z

2.3. Finite element model used

The finite element model used in this study is the Von
Mises model, which determines the deformations gen-
erated on the chainstays. The analysis is static, as the
loads influencing the bicycle frame and the correlation
of dynamic loads are known. Tetrahedral elements are
employed for meshing due to the complexity of the
model, and the element order number is quadratic,
contributing to convergence [9]. Regarding the type of
laminate bonding in practical cases, Bonded is used
due to its process, and for the simulation, a laminate
was loaded as a Layered Section, allowing the specifi-
cation of the thickness and angles of each layer.

2.4. Failure criterion

The failure criterion is based on the maximum normal
stress since the material is brittle; in this case, the bi-
cycle frame, made of carbon fiber, undergoes minimal
deformation before breaking. For validation, failure
occurs when one of the stress components in the three
orthogonal directions is greater than or equal to the
material’s stress limit in the corresponding direction,
as indicated in equation (2).

σmax = max(|σ1|, |σ2|, |σ3|) ≥ σu (2)

Where:

• σmax = Maximum stress

• σ1, σ2, σ3 = Stress in x and z

• σu = Ultimate stress

2.5. Geometric optimization

The objective of the geometric optimization in this
case study is to maximize the thickness of the upper
chainstays to increase resistance and thereby with-
stand the stresses generated by the load acting on the
bicycle frame. It is crucial to identify the input and
output parameters or conditions necessary to obtain
the appropriate values according to the established
requirements.

The input condition is:

• P4: Thickness
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The output conditions are:

• P2: Restriction of the ultimate material stress
(890 MPa) and thickness range from 1 to 5 mm

• P3: Maximize the volume

2.6. Characterizations

2.6.1. Microscopy analysis

To determine the thickness of the laminate, a sample
was taken from the area near the break in the upper
chainstay, which was prepared following the metallo-
graphic procedure [22]. The micrograph of the analyzed
region provided the image shown in Figure 3.

Figure 3. Microscopy 5x (a) and 20x (b)

With the microscopic analysis at 20x, it is deter-
mined that the thickness of the laminate is 125 µm [23],
indicating that, according to the raised thickness of
1 mm in the upper chainstay, there are 8 sheets, as
mentioned in [24–26].

2.6.2. Data sensor

The bicycle user, using a Mobvoi Ticwatch E3 sports
bracelet equipped with GPS, gyroscope, accelerometer,
and heart rate monitor sensors, recorded data such as
bicycle speed, terrain slope, and jump height.

2.6.3. Thickness analysis

To determine the thickness of the laminate in the
upper chainstays of the bicycle frame, An Olympus
BX51M metallographic microscope with a DP72 digital
camera was used, along with the OLYMPUS Stream
Essential® software, which allows capturing images at
magnifications of 5x and 20x.

2.7. Bicycle frame geometry

The geometry of the bicycle frame is modeled as a 1:1
scale surface, allowing the loading of the laminates with
their respective orientation of quasi-isotropic fibers.
Figure 4 displays the model of the rigid bicycle frame.

Figure 4. 3D frame geometry

2.8. Meshing

A meshing of the geometry surface is performed, using
the Capture Proximity and Curvature mesh enhance-
ment method. 81786 nodes and 82487 elements were
obtained (Figure 5).

Figure 5. Bicycle frame meshing

In the mesh quality verification, average values of
Orthogonal Quality: 0.97 and Skewness: 0.14 are ob-
tained. These results indicate a high mesh quality [26],
ensuring an appropriate approximation of the simula-
tion values.

2.9. Determination of failure factors

The data collected from the sports bracelet used by
the cyclist on the day of the event include a speed of
35 km/h, a route slope of -2°, and a drop or jump of
0.60 m in height. Additionally, it is known that the
mass of the cyclist is 74 kg, which acted on the bicycle
saddle.

2.10. Determination of the ultimate tensile
stress of the laminate

With the information on the layers thickness with its
respective orientation and the acting load, the ulti-
mate tensile stress of the bicycle frame laminate can
be determined.
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To simulate the tensile test, a specimen model mea-
suring 25 mm wide x 150 mm long and 2.50 mm thick
with eight layers of laminate with quasi-isotropic config-
uration is generated. The boundary conditions include
a fixed end and a displaced end, where a displacement
of 4 mm is applied in the longitudinal direction of
the specimen, following the standards established in
ASTM D3090 [27]. The analysis was conducted using
Explicit Dynamics, obtaining the maximum equivalent
Von Mises stress (514,87 MPa), as shown in Figure 6.

Figure 6. Tensile test specimen simulation

After performing the simulation of the tensile test
specimen, a maximum tensile stress of 890,94 MPa is
obtained.

2.11. Numerical simulation of vertical load

The vertical load test method of UNE ISO 4210-6 [16]
describes boundary conditions that apply to this anal-
ysis, thus complementing the information described in
the failure mode determination section (Figure 7).

Figure 7. Initial and boundary conditions

Additionally, the standard specifies that the tests
to be applied are dynamic; however, the analysis of this
bicycle frame will be carried out statically, applying
values relative to dynamic loads to achieve the same
effect [28,29].

Equation (3) is used to calculate the dynamic co-
efficient. Then, the dynamic force is calculated using
equation (4).

Kd = 1 +
√

1 + 2 ∗ H

δest
= 46, 119 (3)

Where:

• H= Bicycle drop height (mm)

• δest = Static displacement of the point of appli-
cation of the static force (mm)

To determine the static displacement at the load ap-
plication point, a preliminary simulation is conducted,
applying a load of 74 kg, and resulting in a displace-
ment of 0.52 mm (Figure 8).

Figure 8. Maximum displacement with a static load of 74
kg

Thus, the dynamic load is determined.

Pd = Pe ∗ Kd = 3412, 80 kg (4)
Where:

• Pe = Static force

The Pd value is the new load applied to carry out a
second simulation, considering the impact of the initial
load of 74 kg, with a drop height of 0.60 m.

3. Results and Discussion

3.1. Rupture of the upper chainstays

To determine the equivalent Von Mises stress acting on
the upper chainstays to homologate the failure mode,
a load of –3412,80 kg (Pd) is applied to the “Y” axis
of the seat tube, representing the cyclist’s load. After
post-processing, values exceeding the ultimate stress
of 890.94 MPa (determined with the specimen) are
obtained, as shown in Figure 9. The failure mechanism
occurs due to impact and repetitive stress; cracks that
are not detected in time and that can propagate and
weaken the bicycle structure may appear. In this study,
no delamination is observed because the carbon fiber
layers do not separate or detach, as demonstrated in
the bicycle frame inspection using microscopy. Impact
damage weakens the structure and reduces its strength.
A forceful impact against a hard object or a significant
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fall can cause internal damage not visible to the naked
eye. Additionally, the overload from the jump exceeded
the design limits.

Figure 9. Stresses generated in the upper chainstays

3.2. Analysis through geometric optimization

3.2.1. Optimization of the bicycle frame thick-
ness

Considering the ultimate stress of the laminated mate-
rial specimen of 890.94 MPa, the stress obtained in the
rupture zone of the upper chainstays of 1415.40 MPa,
and maximum stress of 1841.60 MPa displaced towards
the rupture zone, located in the subsequent left zone,
as shown in Figure 9, an optimization is performed to
prevent this stress from affecting the upper chainstays.

After the first iteration, three candidate points are
obtained as a solution, as shown in Table 2. These
points represent the three possible thickness options
for the bicycle frame laminate. Candidate point 1 cor-
responds to a thickness of 5 mm, representing a 400%
increase in thickness; candidate point 2 corresponds to
a thickness of 4.60 mm, representing a 360% increase;
and candidate point 3 corresponds to a thickness of
4.16 mm, representing a 316% increase. Point 3 shows
the smallest increase among all; therefore, it can be
considered for the simulation with the new thickness.

Table 2. Geometric optimization results. First optimiza-
tion.

Name

P2 – Equivalent Stress P3 - SYS \Surface
P4-SYS\ 3 Máximum (MPa) Volume (mm3)
Surface Variation Variation

Thickness Parameter in relation Parameter in relation
(mm) value to the value to the

reference reference

Candidate
5 2167,6 0,45 % 1,93E+0,6 20,09 %point 1

Candidate 4,6 2164,1 0,29 % 1,78E+0,6 10,48 %point 2
Candidate

4,16 2157,8 0,00 % 1,61E+0,6 0,00 %point 3

By conducting another simulation with the new
thickness of 4.16 mm throughout the bicycle frame, a
stress of 478.68 MPa is obtained in the failure zone,

and a maximum stress of 665 MPa in the subsequent
left zone. See Figure 10a.

3.2.2. Optimization of the upper chainstays
thickness

The second iteration focuses exclusively on the thick-
ness of the upper chainstays, using the results from
the first run and referencing the maximum stress of
665 MPa. As a result, three candidate points with
new thickness values are obtained, as shown in Table
3. The objective of this second iteration is to reduce
the thickness of the upper chainstays compared to the
thickness found for the rest of the frame. Candidate
point 1 was discarded because it has a value of 4.16
mm. From the remaining candidate points, the one
with the least thickness was selected, which was point
3 with a value of 3.50 mm.

A new simulation was conducted with the new
thickness value of 3.50 mm in the upper chainstays of
the bicycle frame, resulting in a stress of 604.60 MPa
in the failure zone and a maximum stress of 714.94
MPa in the subsequent left zone. See Figure 10b.

(a)

(b)

Figure 10. Stresses generated in the upper chainstays
in the first iteration (a). Stresses generated in the upper
chainstays in the second iteration (b).
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Table 3. Geometric optimization results. Second optimiza-
tion

Name

P2 – Equivalent Stress P3 - SYS \Surface
P4-SYS\ 3 Máximum (MPa) Volume (mm3)
Surface Variation Variation

Thickness Parameter in relation Parameter in relation
(mm) value to the value to the

reference reference

Candidate
4,16 664,97 0,00 % 1,61E+0,6 18,89 %point 1

Candidate 3,84 664,97 0,00 % 1,491E+0,6 9,85 %point 2
Candidate

3,5 664,97 0,00 % 1,358E+0,6 0,00 %point 3

3.2.3. Final proposal

Table 4 shows the final results of the optimizations:

Table 4. Final results of the optimizations

Parameters
Initial Optimized

Variationstate state
Stress in the

1766 MPa 619,54 MPa –64,92 %upper
chainstays

1 mm 3,50 mm 250,20 %Material
thickness

4. Conclusions

Currently, rigid-frame mountain bikes are widely used,
both as a means of transportation and in competitions.
Often, users tend to overuse them due to their versa-
tility and affordability, disregarding their application
limits and employing them in situations for which they
were not originally designed.

The study allowed identifying the mechanisms to
determine failures in carbon fiber bicycle frames, ana-
lyzing the failure mode of the upper chainstays after a
60 cm drop, based on the UNE ISO 4210-6 standard
and collecting user data. Validation was carried out
through Finite Element Analysis (FEA).

Microscopy analysis allowed determining the thick-
ness and number of layers, as well as the total thickness
of the laminate.

It is valid to note the determination of the number
of layers (8 layers) and, considering previous studies
on the standard laminate of commercial carbon fiber
bicycle frames (quasi-isotropic), a tensile analysis is
performed. In this analysis, ultimate load values are
obtained, and a stress-deformation curve is generated
for a brittle material.

To perform the analysis in the numerical simula-
tion program, the Layered Section laminate is loaded,
configuring the number of layers and their orienta-
tion. This allows for establishing a similarity with the

"bonded" laminate used in the manufacture of carbon
fiber bicycle frames.

The failure of the bicycle frame components, specif-
ically in the upper chainstays, occurs when the gen-
erated stresses exceed the ultimate stress of the com-
posite material, which is 890.94 MPa, according to the
simulation conducted on the laminate specimen.

The geometric optimization is based on the pro-
posal of new thickness values for the laminated material
and not on the variation of its geometry. Furthermore,
the improvement proposal guarantees the stresses gen-
erated by the cyclist’s load, considering a weight of 74
kg and a drop of 60 cm.

Optimization proposes a thickness of 3.50 mm for
the upper chainstays. Additionally, a thickness of 4.16
mm is proposed for the rear wheel attachment area,
as it directly impacts the upper chainstays.

The rupture of the system under study is due to
the inherent fragility of the material. The observed
deformation is characteristic of a fragile system, and
the rupture occurs because of the fragility of the car-
bon fiber. By proposing a thickness of 3.5 mm through
optimization, it is possible to prevent breakages caused
by impacts when the bicycle falls to the ground during
the analyzed jumps. This result is attributed to the
increased area, thus avoiding exceeding the stress limit
of the composite material.
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Abstract Resumen
In recent years the environment has been affected by
pollution produced by vehicles. The objective of this
research project was to determine the incidence of air
conditioning (A/C) in the vehicular fuel consumption
index in the Shushufindi canton, through real traffic
tests, Efficient driving mode and the use of Extra and
Super gasoline, for the selection of the best alternative.
The study was carried out on a route with a greater
flow of vehicles, especially during normal (9:00 am)
and beak (5:00 pm) hours, which comprises 16.17 km;
for which used gasoline Extra (85 octane) and Super
(92 octane). Data collection was carried out using
an OBD2 ELM 327 system. The results obtained in
the characterization of the representative mixed cycle
at 9:00 am, a maximum speed of 81 km/h and an
average speed of 39 km/h were obtained in a time of
1446 s route; while the mixed cycle at 5:00 pm the
maximum speed is 70 km/h and an average speed of
37 km/h with a travel time of 1632 s. The lowest fuel
consumption index was evidenced in normal hours,
without A/C and Extra fuel (T3) with values between
0.0584 - 0.060 (L/km), and in normal hours, without
A/C and super fuel (T7) that are between 0.0561-
0.0585 (L/km).

En los últimos años, el ambiente se ha visto afectado a
causa de la contaminación producida por los vehículos.
El presente proyecto de investigación tuvo como obje-
tivo determinar la incidencia del aire acondicionado
(A/C) en el índice de consumo de combustible vehic-
ular en el cantón Shushufindi, por medio de pruebas
reales de tráfico, modo de conducción eficiente y em-
pleo de gasolina extra y súper, para la selección de la
mejor alternativa. El estudio se realizó en una ruta
de mayor flujo de vehículos, especialmente en la hora
normal (9 a. m.) y pico (5 p. m.) que comprende
16.17 km, para ello se utilizó el combustible Extra
(85 octanos) y Súper (92 octanos). La toma de datos
se ejecutó mediante un sistema OBD2 ELM 327. Los
resultados obtenidos en la caracterización del ciclo
mixto representativo de 9 a. m. se obtuvo una veloci-
dad máxima de 81 km/h y una velocidad media de 39
km/h en un tiempo de recorrido de 1446 s; mientras
que el ciclo mixto de 5 p. m. la velocidad máxima es
de 70 km/h y una velocidad media de 37 km/h con
un tiempo de recorrido de 1632 s. El menor índice
de consumo de combustible se evidenció en el horario
normal, sin A/C y combustible extra (T3) siendo sus
valores entre 0.0584 – 0.060 (L/km), y en el horario
normal, sin A/C y combustible súper (T7) que se
encuentran entre 0.0561-0.0585 (L/km).

Keywords: fuel consumption index, air conditioning,
efficient driving, fuel, schedule, driving cycle

Palabras clave: índice de consumo de combustible,
aire acondicionado, conducción eficiente, combustible,
horario, ciclo de conducción
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1. Introduction

According to AEADE [1], in Ecuador, an annual sale
of 132,000 vehicles is recorded, representing a high
sales rate in the market that varies according to the
country’s economic situation. However, the number of
cars directly influences environmental pollution. For
this reason, Ecuador has adopted Euro 3 regulations
to control pollution. Nevertheless, due to the poor fuel
quality, the pollution index of vehicles has directly
impacted the environment.

Air pollution is one of the most severe global envi-
ronmental issues today. Gas emissions are linked to the
hydrocarbons found in the fuel used for vehicles. These
vehicular emissions manifest through the combustion
of hydrocarbons (HC), nitrogen oxides (NOx), carbon
monoxide (CO), and carbon dioxide (CO2), directly
impacting the public health of the country [2]. Climate
change has been observable for many years, increas-
ingly evoking heightened concern. The greenhouse gas
emissions produced have intensified vulnerability in
the natural regions of Ecuador [3].

Según Guzmán et al. [4] and Llanes et al. [2] as-
sert that Super gasoline produces low emissions and
relatively lower fuel consumption than Extra gaso-
line. Ecopaís fuel was introduced in Guayaquil in 2010
as the primary choice for consumers due to its cost-
effectiveness compared to other fuels [5]. Initially pro-
posed with an octane rating of 80, it has recently been
regulated between 85 and 87 octane. In contrast to
Extra gasoline, it contains 5% ethanol, derived from
corn and sugarcane.

At present, there is considerable interest in driving
cycles, represented by driving patterns and utilized to
comprehend energy consumption, fuel consumption,
and exhaust gas emissions in vehicles [6]. According
to Tong & Hung [7], the driving cycle is a time series
of speeds that describes the driving pattern; thus, the
driving pattern plays a crucial role in a driving cycle.

In 1960, the Federal Test Procedure (FTP) cycle
was conducted through a conventional driving route
in Los Angeles, California. Established parameters in-
cluded vehicle speed, engine speed, and intake manifold
pressure. A 1964 Chevrolet was used for the 12-mile
route. In 2002, Ecuador adopted the FTP 75 test cycle
following the NTE INEN 2204 standard, designed for
light and medium vehicles using gasoline [8].

The New European Driving Cycle (NEDC) is used
for homologating vehicles that comply with Euro 6
regulations in Europe and other countries. Commonly
referred to as ECE for urban areas, repeated four
times, and EUDC for extra-urban regions, it serves as
a standardized procedure. According to Romain [9], the
main characteristics of the cycle are distance: 11,023
m, duration: 1180 s, and an average speed: 33.6 km/h.

The European cycle has been criticized for not ac-
curately representing real driving conditions in recent

years. It features very smooth accelerations, constant-
speed cruising, and periods of inactivity, posing a chal-
lenge in obtaining a certificate that genuinely reflects
the vehicle’s performance in real-world conditions [9].

Wang et al. [10] mention the use of specially de-
signed instruments for recording speed and travel time,
incorporating a GPS and a speed sensor to moni-
tor data quality. Conversely, Morey, Limanond, &
Niemeier [11] emphasize that overrepresenting driv-
ing data during peak hours compared to non-peak
hours may compromise their representativeness of real
driving conditions. Hence, they highlight the signif-
icance of conducting route tests during peak hours,
as they yield valid data corresponding to the specific
situation of the city or study area.

The analysis of driving patterns proposed by
Joumard et al. [12] covers speed, acceleration, and
braking rates, ranging from highly congested urban
driving to highway conditions. The research results
reveal variations between 10% and 20% in pollutant
emissions in urban areas, with rural emissions experi-
encing a slight decrease. According to Urbina et al. [13],
the On-Board cycle enables on-road tests under real
traffic conditions, measuring emission concentrations,
fuel consumption, and distance traveled. To achieve
this, a mixed cycle in city and highway settings was
utilized, demonstrating lower CO emission factors than
the IM240 cycle. Jiménez, Román & López [14] high-
light global parameters influencing driving dynam-
ics, including maximum speed (km/h), average speed
(km/h), average acceleration (m/s2), average decelera-
tion (m/s2), duration (s), among others. The selection
of driving patterns depends on the vehicle, terrain,
traffic data, and other factors, underscoring the impor-
tance of defining routes that represent typical driving
patterns to gather relevant data for the vehicle study.

Ternz & Ternz [15] and Huang et al. [16] mention
the following list of techniques associated with eco-
friendly driving: (1) moderate acceleration with shifts
between 2000-2500 revolutions for manual transmis-
sions; (2) anticipate traffic flow and signals, avoiding
constant starts and stops; (3) maintain a constant
speed; (4) avoid high speeds; (5) vehicle maintenance
according to the manufacturer’s manual; (6) turn off
the engine during prolonged stops; (7) maintain opti-
mal tire pressure and regularly change the air filter.

According to Barkenbus [17], eco-friendly driving
reduces fuel consumption by an average of 10%, thereby
gradually lowering CO2 emissions from driving by an
equivalent percentage. Additionally, Mensing et al. [18]
found that emissions and fuel consumption increase
due to the extended time spent in high-acceleration
engine operation.

The air conditioning (A/C) system in cars has en-
hanced people’s comfort and, to some extent, their
safety when driving in adverse weather conditions [19].
However, using A/C results in energy loss and an
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increase in fuel consumption and polluting gas emis-
sions [20].

In the study conducted in the highland and coastal
regions, Acosta & Tello [21] state that the thermal com-
fort in the cabin ranges between 22 and 27 ºC, with a
relative humidity between 45% and 65%. In contrast,
Pérez & Córdova [22] mention that, for the coastal
region, the comfortable temperature ranges between
20 and 24 ºC, attributed to the climate characteristic
of cities located at sea level.

The A/C has the most significant impact on fuel
consumption. Tamura, Yakumaru, & Nishiwaki [23]
reported additional fuel consumption ranging between
2.5% and 7.5% due to the performance of the air condi-
tioning, considering factors such as climatic conditions,
engine type, and user profile.

It is known that the use of air conditioning affects
emission factors and the fuel consumption index in
driving conditions in the Amazonian regions. However,
there is insufficient information available regarding the
driving cycle. Therefore, this study aimed to assess
the incidence of air conditioning on the vehicular fuel
consumption index in the Shushufindi canton through
accurate traffic tests, implementing Eco driving mode
and using Extra and Super gasoline to choose the best
alternative.

2. Materials and methods

The study adopts a quantitative approach, focusing
on characterizing a specific route to evaluate the fuel
consumption index in the Ecuadorian Amazon region
through experimental calculations and statistical op-
erations. The research can be classified as exploratory
and field-based, involving the review of various types
of studies and the execution of an on-board driving
cycle on a real route that spans urban and rural envi-
ronments, including roads.

2.1. Study area

The Shushufindi canton, situated in the province of
Sucumbíos in the Amazon Region of Ecuador, was
selected, as illustrated in Figure 1 (marked with a red
point). This location sits at an elevation of 240 meters
above sea level and shares borders with the cantons of
Lago Agrio and Cuyabeno to the north, the province
of Orellana to the south and west, and the canton of
Cuyabeno to the east. The ambient temperature in
this area ranges between 26 and 30 ºC.

Figure 1. Map of the study area. Shushufindi Canton
(Google Maps [24])

2.2. Route characterization

For the selection of the route, various criteria were
taken into account. These criteria included roads with
higher traffic flow, slow acceleration lanes, free accel-
eration lanes, and the type of road [12].

The altitude and coordinate data for the study
were obtained using a GPSMAP 62s. The informa-
tion collection was conducted directly with the vehicle.
The stored data was then filtered in Excel to perform
statistical analysis and obtain the driving cycle. Fig-
ure 2 displays the points obtained through Google
Earth, covering a route that includes urban and rural
environments (roads).

Figure 2. Established urban-rural route. Shushufindi Can-
ton

This study encompasses a route of 16.17 km that
includes the urban area with streets and avenues with
heavy traffic, such as Perimetral Avenue, Policía Na-
cional Avenue, Unidad Nacional Avenue, Aguarico 3
Avenue, 11 de Julio Avenue, Napo Avenue, Siona Street,
Oriental Street, and Naciones Unidas Avenue. On the
other hand, the rural part of the route includes the
Shushufindi-Limoncocha Road and San Mateo Avenue.

According to Safety Enforcement Seguridad Vial S.
A. [25], speed limits for light vehicles in urban areas
are 50 km/h, with a maximum of 60 km/h. The speed
range for straight sections on the road is from 100 to
135 km/h, while for curves on the road, the speed is
60 km/h, with a maximum of 75 km/h. The ELM 327
(OBD2) device was used to obtain speed, acceleration,
and time data.
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Based on the proposals of Tong & Hung [7] and
Quinchimbla & Solís [26], the following parameters
are deduced for this study: distance traveled (km),
maximum speed (km/h), average speed (km/h), travel
time (s), average positive acceleration (m/s2), time
with positive acceleration (s), and, finally, the number
of stops.

The driving cycle was established through weight-
ings. Gómez [27] developed the driving cycle for the
central-western metropolitan area in Colombia, deter-
mined by weighted parameters. Valdez [28] developed
vehicle driving cycles in Naucalpan, Mexico City, and
the United States, among other locations. This is repre-
sented by the result of a sample of experimental curves
obtained by comparing the most influential variables
of each experiment. The variables are identified based
on their relevance to each parameter. The weighting
is set on a scale from 0 to 1, and the value of each pa-
rameter is composed of multiples of 0.25 [28,29]. Table
1 displays the weighting assigned to each previously
established parameter.

Table 1. Weighting table for each parameter

PARAMETERS WEIGHTING COEFFICIENT Wi
Distance traveled (km) 1

Maximum speed (km/h) 0.25
Average speed (km/h) 1
Total travel time (s) 1

Average positive acceleration (m/s2) 1
Time with positive acceleration (s) 1

Number of stops 0.25
Total 5.5

Equation (1) considers the smaller value Y, rep-
resenting a lesser deviation from the mean. In this
equation, Y corresponds to the weighted average, Wi
is the weighting coefficient for each average, Pi,j is the
parameter value, P̄ is the average of the parameter,
and |Pi,j−P̄ |

P̄
is the deviation from the mean expressed

in dimensionless terms.

Y =
Wi ∗ |Pi,j−P̄ |

P̄

Total weightings
(1)

2.3. Test vehicle. Fuels

For this study, the chosen vehicle is the BEAT PRE-
MIER AC 1.2 4P 4X2 TM, as depicted in Figure 3.
According to the Association of Automotive Compa-
nies of Ecuador, this vehicle was among the top-selling
models in 2019, with over 4,125 units sold, and its
commercial availability extends through 2021. This car
is recognized for its comfort, safety features, stylish de-
sign, and advanced technology. Additionally, it is note-
worthy for its low fuel consumption and spare parts
utilization [30]. In the Amazon region, it is one of the
most in-demand vehicles due to its cost-effectiveness
and accessibility.

Figure 3. Chevrolet BEAT

In the chosen test, the vehicle underwent preventa-
tive maintenance, encompassing the ABC of the engine
(oil changes, air filter, and fuel filter). Additionally, the
proper functioning of the electronic injection system
was verified, and an electronic examination was con-
ducted using a scanner. Likewise, the tire pressure was
ensured to align with the manufacturer’s specifications,
set at 30 PSI of air in each tire. These procedures vali-
dated the correct vehicle operation for the respective
study test.

The fuel consumption (Extra and Super) on the
established route was determined using the OBD2
ELM327. According to Cortez and Alejandro [31], the
OBD2 is an electronic device capable of automatically
identifying the communication protocol of the ECU
and enables the reading and clearing of codes. The
“Car Scanner ELM OBD2” application was used for
data collection, allowing the user to read and record
real-time operating data of the car’s variables. Ad-
ditionally, it facilitates the wireless transmission of
ECU information to the mobile phone using Bluetooth
technology.

Table 2 displays the primary characteristics of the
utilized fuels.

Table 2. Fuel properties. Note: Taken from the study con-
ducted by Taipe-Defaz et al. [32]

PARAMETERS SUPER EXTRA
Octane number (RON) 92 87
Sulfur content (%) 0.065 0.065
Gum content (mg/100 ml) 4 3
Aromatic content (% vol.) 35 30
Olefin content (% vol.) 18 18
Final evaporation point (°C) 220 220
Density (kg/m3) 722 723
PCI (kJ/kg) 48345 45124

Figure 4 illustrates the air conditioning system’s
components [21]; the refrigerant employed is R-134a.
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Figure 4. Automotive air conditioning components

2.4. Efficient driving protocol

Efficient driving requires the driver to adhere to a
set of parameters while operating the vehicle. The
guidelines, as proposed by Ternz and Ternz [15] and
Mensing et al. [18], are as follows: (1) execute gear
changes between 2000 and 2500 rpm, (2) utilize the
first gear solely to initiate vehicle movement, (3) apply
smooth acceleration without excessive pedal pressure,
(4) shift to second gear at the earliest opportunity, (5)
capitalize on the vehicle’s gravity and inertia when de-
scending slopes (avoid fully depressing the accelerator),
(6) anticipate traffic to minimize frequent starts and
stops, (7) prioritize braking using the engine brake,
(8) when using air conditioning on routes, keep all
windows completely closed; for routes without A/C,
keep the windows down, (9) avoid sudden braking
and acceleration, (10) maintain a consistent speed (80
km/h-90 km/h maximum in perimeter areas and 45
km/h in urban areas), (11) refrain from high speeds on
highways and urban routes, (12) consistently attempt
to use the highest possible gear, and (13) ultimately,
turn off the engine during prolonged stops.

2.5. Experimental Design

A factorial multilevel design was created to evaluate
the fuel consumption index using STATGRAPHICS
Centurion XVI software. For this purpose, the factors
of fuel, air conditioning, and schedule were established,
each represented by two levels, as detailed in Table 3.

Table 3. Design of the factors and levels to be considered

FACTORS LEVELS DESIGNATION

Fuel
Extra 1
Súper 2

Air conditioning Without
A/C

1

With A/C 2

Schedule
Regular
Hour

1

Peak Hour 2

Table 4 displays the response variables: Fuel con-
sumption index (L/km) of the experimental design.

Table 4. Response variables of the experimental design

RESPONSE UNITS
Fuel consumption index L/km

The Statgraphics Centurión XVI software was used
to analyse and compare the results. A simple ANOVA
was conducted for the different treatments (combina-
tions) detailed in Table 5. In this analysis, the Fisher’s
Least Significant Difference (LSD) procedure was ap-
plied with a confidence level of 95.0%. Three repeti-
tions were carried out for each treatment, following the
guidelines of the NTE INEN 2205 standard in Section
6 on test methods. Section 6.1.5.4 specifies: "Record
and average a minimum of 3 readings for each test"
(24 tests were conducted) [33].

Table 5. Treatment for response surface analysis

FORMATION OF TREATMENTS
N.º Fuel Air Conditioning Schedule
T1 Extra (1) With A/C (2) Regular H (1)
T2 Extra (1) With A/C (2) Peak H (2)
T3 Extra (1) Without A/C (1) Regular H (1)
T4 Extra (1) Without A/C (1) Peak H (2)
T5 Súper (2) With A/C (2) Regular H (1)
T6 Súper (2) With A/C (2) Peak H (2)
T7 Súper (2) Without A/C (1) Regular H (1)
T8 Súper (2) Without A/C (1) Peak H (2)

2.6. Test protocol

A driver was chosen to carry out 24 route tests. This
driver was provided with information about the ef-
ficient driving pattern and the route to follow, con-
sidering the recommendations of Milla, Cedeño and
Hoyos [34].

The proposed route covers 16.17 kilometers and
is conducted under the following conditions: (1) two
initial scenarios are considered for the test, one during
regular hours (9 a.m.) and another during peak hours
(5:00 p.m.); (2) tests are performed using two types
of fuel (Extra and Super). For the test with Extra
fuel, the vehicle’s fuel tank is filled completely at the
beginning and end of the route. The same procedure
is applied for the test with Super fuel; (3) the OBD2
connector is connected to the ELM 327 measurement
equipment (Figure 5); (4) the Car Scanner ELM OBD2
application is activated to record information on fuel
consumption, speed, acceleration, and time; (5) the
test is initiated after verifying the proper connection
of all equipment; (6) the established route is followed
until completion with the same driver; (7) upon com-
pleting the route, the information is saved in a file and
exported to Excel software for analysis and tabulation
of results. These steps are repeated for treatments ac-
cording to the established levels: regular hours, peak
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hours, with A/C, without A/C, Extra fuel, and Super
fuel.

Figure 5. OBD2 ELM 327 Mini Module and Car Scanner
Application

3. Results and discussion

This section presents the results obtained by executing
tests at different times (regular and peak hours) on a
predetermined route, as detailed in the methodology.
The weighting formula was applied to determine the
estimated results of route characterization, selecting
the value with the least variability and the result that
most accurately represents the collected data.

3.1. Mixed cycle. Regular hours (9 a.m.)

The first established route was carried out during reg-
ular hours with less traffic congestion. In this case,
three complete trips were conducted. The values were
obtained through everyday driving with a weighting
of Y = 0.0316.

Figure 6 illustrates that the maximum speed
reached 81 km/h, with an average speed of 39 km/h
over a travel time of 1446 s (24.1 min). Throughout the
journey, 4 stops were made, with an average positive
acceleration of 0.479 m/s2 and a positive acceleration
time of 520 s. Additionally, there is evidence of speed
variability corresponding to rural and urban routes. In
the study conducted by Pérez y Quito [29], a weighted
mean of Y = 0.097 was recorded in a combined cycle
conducted in Cuenca, demonstrating less deviation
in the proposed results, with a 31% lower variability
compared to the study. Table 6 presents the values
corresponding to the driving cycle.

Figure 6. Graph illustrating data during regular hours

Table 6. Characteristic parameters corresponding to regu-
lar hours (9 a.m.)

PARAMETERS VALUE UNIT
Maximum speed 81 km/h
Average speed 39 km/h

Distance traveled 16.17 km
Total travel time 1446 s

Average positive acceleration 0.479 m/s2

Time with positive acceleration 520 s
Number of stops 4 –

3.2. Mixed cycle. Peak hours (5 p.m.)

Figure 7 depicts the peak hours with increased vehicu-
lar traffic, primarily due to the presence of businesses
and factories along the route. The lowest weighted
mean of Y = 0.0241 was obtained. The values were
determined through everyday driving.

Figure 7 illustrates that the maximum speed
reached 70 km/h, with an average speed of 37 km/h
over a travel time of 1632 s (27.2 min). Throughout the
journey, 5 stops were made, with an average positive
acceleration of 0.427 m/s2 and a positive acceleration
time of 452 s. Additionally, there is evidence of speed
variability corresponding to the urban area, reaching a
speed of 48 km/h. The cycle proposed by Quinchimbla
y Solís [26] records a weighted mean of Y = 0.1168 in
a combined route conducted in Quito, exhibiting a 9%
variability compared to the proposed study and a maxi-
mum 72 km/h speed. This demonstrates an acceptable
correlation with the proposed cycle. Table 7 presents
the parameters corresponding to the representative
peak hours.

Figure 7. Graph illustrating data during peak hours

Table 7. Characteristic parameters corresponding to peak
hours (5 p. m.).

PARAMETERS VALUE UNIT
Maximum speed 70 km/h
Average speed 37 km/h

Distance traveled 16.17 km
Total travel time 1632 s

Average positive acceleration 0.427 m/s2

Time with positive acceleration 452 s
Number of stops 5 –
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3.3. Comparison between Regular Hours and
Peak Hours

Figure 8 shows the representative cycle corresponding
to the journey during regular and peak hours, with a
weighted mean value of Y = 0.0316 at 9 a.m. and Y
= 0.0241 at 5 p.m.

Figure 8. Comparative graph of representative mixed cy-
cles

It can be observed that the maximum speed is 81
km/h during regular hours and 70 km/h during peak
hours. Additionally, speed variability in urban and
rural areas is attributed to vehicular congestion within
the allowed limits for each sector. For example, the av-
erage speed was 39 km/h during regular hours, whereas
it was 34 km/h during peak hours. Similarly, the travel
time during regular hours was 1446 s, whereas during
peak hours, it was 1632 s. Thus, it is evident that
the highest congestion occurs on the urban route, par-
ticularly during peak hours due to traffic lights and
vehicle stops. The findings align with the study con-
ducted by Quinchimbla y Solís [26], where the distance
covered in combined cycles from various research was
compared, resulting in an average distance of 15973.75
m. Given that the proposed study covers 1600.17 m,
it is validated to fall within the allowed limits. Addi-
tionally, the driving parameters of the combined cycle
are compared with various studies, determining that
the cycle is highly variable due to geographical condi-
tions, traffic density, and road infrastructure, which
can influence the obtained driving parameters. There-
fore, the obtained values vary compared to European,
American, or other cycles.

3.4. Fuel consumption index

The fuel consumption index (FCI) was calculated fol-
lowing the test protocols mentioned in the methods.
The FCI was evaluated using the STATGRAPHICS
Centurion XVI software, entering the values corre-
sponding to the fuel consumption obtained in the tests
conducted on the vehicle.

Figure 9 illustrates that the factors influencing the
fuel consumption index include air conditioning (A/C),
fuel type, schedule, and the combination of fuel and

schedule. Conversely, the BC and AB combinations do
not impact fuel consumption. According to the analysis
of variance for the fuel consumption index (FCI), the
adjusted model accounts for 98.8% of the variability
in FCI with a confidence level of 95%.

Figure 9. Standardized Pareto diagram for FC

Figure 10 shows the main effects for the fuel con-
sumption index (FCI). When using Extra fuel (1), FCI
increases. Conversely, when using Super fuel (2), FCI
improves. Using air conditioning (2) significantly in-
creases FCI, while FCI (1) without air conditioning
is relatively lower. Additionally, FCI increases during
peak hours (2) and decreases during regular hours.
Thus, the optimal minimum value is 0.057 (L/km), ob-
tained with the combination 2-1-1 (Super-Reg. Hours-
No A/C).

Figure 10. Main effects graph for FC

Figure 11 illustrates that the fuel consumption in-
dex (FCI) is lower when A/C = 1 (no A/C); however,
the time factor does not exert an impact. The influen-
tial value for fuel = 1 (Extra) is obtained when A/C
is not in use, yielding an optimal value of 0.06 L/km,
with time not significantly impacting. Lower values
are observed during regular hours, even when time,
based on observed shading, does not exert a consider-
able impact; nevertheless, it is evident that the most
favourable results are obtained for time 1 (regular).
When using fuel = 2 (Super), the lowest values are
achieved when not employing air conditioning, result-
ing in an optimal value of 0.058 L/km, with time not
significantly influencing. Lower values are obtained
during regular hours, even though regular hours do
not exert a significant impact, leading to the lowest
results compared to peak hours. Consequently, Super
fuel exhibits lower fuel consumption indices without air
conditioning and under regular time conditions. This
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study aligns with Andrade [35], who conducted re-
search with the Chevrolet Aveo vehicle under sea-level
conditions, concluding that Super gasoline yields lower
fuel consumption indices, demonstrating better mileage
performance and representing a lower long-term cost.
In the study conducted by García and Villalba [36], it
is observed that the fuel consumption index decreases
with efficient driving, achieving a fuel optimization of
28.34%; nevertheless, the proposed study is based on
regular time conditions.

(a) Extra

(b) Super

Figure 11. Estimated response surface FC. a) Extra fuel
vs. b) Super gasoline

Figure 12 illustrates the behavior of the Fuel Con-
sumption Index (FCI) concerning the type of fuel uti-
lized and the activation of air conditioning (A/C) when
the schedule is set to 1 (regular). In this context, it is
observed that the lowest CI values are attained with
Super fuel (2) and without A/C (1), resulting in a
value of 0.058 L/km. Conversely, when the schedule is
adjusted to 2 (peak), the lowest CI values are derived
from Super fuel, Extra fuel, and the absence of A/C.
While the fuel factor does not exert a direct influence
based on the observed hue, it is perceived that Su-
per fuel yields lower outcomes. In summary, using air
conditioning during peak hours corresponds to an ele-
vation in the fuel consumption index. These findings
align with the results of a study conducted by Arias
and Ludeña [37] involving the Chevrolet Aveo Activo
vehicle in Cuenca. Their study concluded that fuel
consumption increases during peak hours, whereas it
decreases during regular hours. This implies that peak

hours, characterized by heightened traffic congestion,
are associated with a higher fuel consumption index
irrespective of the day.

(a) Regular hours

(b) Peak hours

Figure 12. Estimated response surface FC. a) Regular
hours and b) Peak hours

Figure 13 illustrates the behavior of the Fuel Con-
sumption Index (FCI) concerning the type of fuel used
and the travel schedule. When A/C = 1 (without A/C),
it is observed that the lowest CI values are achieved
with Super fuel (2) during regular hours (1), reaching a
value of 0.057 L/km. As the quality of the fuel increases,
more favorable results are obtained in the CI, and less
traffic on the route also positively influences the CI.
However, the schedule and fuel type are insignificant,
although lower results are noted for regular hours and
Super fuel based on the observed hue. When A/C =
2 (with A/C), it is observed that the lowest CI values
are obtained with fuel type 2 (Super) during schedule
1 (regular), signifying that the lowest CI values are
attained with higher-quality fuel. As the fuel quality
improves, the CI results also show improvement, and
the traffic reduction on the route positively impacts
the CI. The study conducted by Chancafe [38] con-
firms that using air conditioning increases vehicle fuel
consumption. According to Acosta & Tello [21], the
highest fuel consumption rates were recorded on the
road using air conditioning. It is noteworthy that as
one descends to lower altitudes, consumption increases
due to the correction made for the higher levels of
oxygen present.
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(a) Without A/C

(b) With A/C

Figure 13. Estimated response surface FC. a) Regular
hours and b) Peak hours

Figure 14 illustrates the box and whisker plot of the
fuel consumption index. It is observed that treatments
T7 (Super-without AC-H. regular) and T3 (Extra-
without AC-H. regular) fall within the range of 0.057
to 0.073 L/km, with T7 exhibiting the least significant
difference. This is attributed to the use of Super fuel,
which has an octane rating of 92, promoting engine
combustion. Furthermore, the absence of air condition-
ing (A/C) reduces the fuel consumption index (FCI).
Treatment T3 also complies with the permitted usage
limits, indicating that both T3 and T7 exhibit optimal
responses. Conversely, treatments T1, T2, T4, T5, T6,
and T8 demonstrate elevated fuel consumption indices.

Figure 14. FC Box and whisker graph

Table 8 presents the results obtained from apply-
ing the LSD (Fisher) test with a 95% confidence level.
It is evident that in treatments T7 (Super-Without
A/C-Regular Schedule) and T3 (Extra-Without A/C-
Regular Schedule), no significant differences are ob-
served. These findings align with the conclusions of

Andrade [35], who asserts that the use of Super gaso-
line is associated with lower fuel consumption indices.
Additionally, Arias and Ludeña [37] determine that
the fuel consumption index tends to be lower dur-
ing regular schedules. Chancafe [38] confirms that the
absence of air conditioning results in lower fuel con-
sumption indices. Therefore, it is suggested that the
most suitable treatment for the Amazon region is T7,
with an average efficiency of 17.45 km/L. However,
due to the cost of Super gasoline, it is recommended
to use treatment T3, which provides an efficiency of
16.86 km/L. This treatment includes Extra fuel, no
A/C, and a regular schedule, as it does not exhibit
significant differences. It is crucial to adopt efficient
driving practices since, under normal conditions, the
impact on fuel consumption significantly increases. In
contrast, treatments T1, T2, T4, T5, T6, and T8 ex-
hibit significant differences, emphasizing peak hour
factors and A/C usage, resulting in an increased fuel
consumption index.

Table 8. Multiple range tests

Cases Mean
Homogeneous
groups

T7 3 0.0573078 X
T3 3 0.0593074 X X
T8 3 0.0598433 X
T4 3 0.0599876 X
T5 3 0.070336 X
T2 3 0.0721707 X X
T6 3 0.0727685 X
T1 3 0.0734075 X

4. Conclusions

The statistical method, chosen by applying weighting
criteria on each established route, facilitated the iden-
tification of representative journeys characterized by
minimal deviations from the average. During regular
hours, a Y value of 0.0316 was obtained, while during
peak hours, a Y value of 0.0241 was achieved, indicat-
ing a 31% reduction compared to the literature under
investigation. In regular hours (9 a.m.), the recorded
data included a maximum speed of 81 km/h and an
average speed of 39 km/h, with a travel time of 1446 s
(24.1 minutes). Conversely, during peak hours (5 p.m.),
the maximum speed reached 70 km/h, with an average
speed of 37 km/h and a travel time of 1632 s (27.2
minutes), resulting in a 10% difference.

The road test conducted with the Chevrolet Beat
vehicle determined that the optimal lowest value of
the fuel consumption index (FCI) is attained during
regular hours, without A/C, and using Super fuel.
Consequently, it is concluded that the significant fac-
tors influencing the FCI include the use of air condi-
tioning (A/C), Extra gasoline, and peak hours in the
Shushufindi canton, situated in the Eastern region of
Ecuador.
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In the study of the fuel consumption index (FCI),
it was determined through the LSD test with a 95%
confidence level that treatment T3 (regular schedule,
without A/C and Extra fuel), with values ranging
from 0.0584 to 0.060 L/km and treatment T7 (regular
schedule, without A/C, and Super fuel), with values
between 0.0561 and 0.0585 L/km, demonstrate optimal
savings in the fuel consumption index when applying
efficient driving practices.

Further research encompassing various vehicles,
brands, and models is recommended. This will facili-
tate a comprehensive understanding of the dynamics
associated with fuel, air conditioning, and regular and
peak schedules.
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3.3. Epigraphs, Figures and Charts

The epigraphs of the body of the article

will be numbered in Arabic. They should go

without a full box of capital letters, neither

underlined nor bold. The numbering must be

a maximum of three levels: 1. / 1.1. / 1.1.1.

At the end of each numbered epigraph will be

given an enter to continue with the correspon-

ding paragraph.

The charts must be included in the text

according to order of appearance, numbered

in Arabic and subtitled with the description

of the content, the subtitle should go at the

top of the table justified to the left.

Figures can be linear drawings, maps or

black and white halftone or color photographs

in 300 dpi resolution. Do not combine photo-

graphs and line drawings in the same figure.

Design the figures so that they fit even-

tually to the final size of the journal 21 x

28 cm. Make sure inscriptions or details, as

well as lines, are of appropriate size and thick-

ness so that they are not illegible when they

are reduced to their final size (numbers, let-

ters and symbols must be reduced to at least

2.5 mm in height After the illustrations have

been reduced to fit the printed page). Ideally,

the linear illustrations should be prepared at

about a quarter of their final publication size.

Different elements in the same figure should

be spelled a, b, c, etc.

Photographs should be recorded with high

contrast and high resolution. Remember that

photographs frequently lose contrast in the

printing process. Line drawings and maps

should be prepared in black.

The text of the figures and maps must be

written in easily legible letters.

If the figures have been previously used, it

is the responsibility of the author to obtain the

corresponding permission to avoid subsequent

problems related to copyright.

Each figure must be submitted in a sepa-

rate file, either as bitmap (.jpg, .bmp, .gif, or

.png) or as vector graphics (.ps, .eps, .pdf).

4. Submission process

The manuscript must be sent through the

OJS system of the journal, <https://goo.

gl/JF7dWT>,the manuscript should be uploa-

ded as an original file in .pdf without author

data and anonymized according to the above;

In complementary files the complete manus-

cript must be loaded in .doc or .docx (Word

file), that is to say with the data of the author

(s) and its institutional ascription; Also the

numbered figures should be uploaded in inde-

pendent files according to the corresponding

in the manuscript (as bitmap .jpg, .bmp, .gif,

or .png or as vector graphics .ps, .eps, .pdf).

It is also obligatory to upload the cover letter

and grant of rights as an additional file.

All authors must enter the required informa-

tion on the OJS platform and only one of the

authors will be responsible for correspondence.

Once the contribution has been sent the

system will automatically send the author for

correspondence a confirmation email of receipt
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of the contribution.

5. Editorial process

Once the manuscript has been received in

OJS, a first check by the editorial team of the

following points:

The topic is in accordance with the crite-

ria of the journal.

Must have the IMRDC structure.

Must be in the Ingenius format.

Must use the IEEE citation format.

All references should be cited in the text

of the manuscript as well as charts, figures

and equations.

The manuscript is original; for this, soft-

ware is used to determine plagiarism.

The assessment described above can take

up to 4 weeks.

If any of the above is not complete or there

is inconsistency, an email will be sent to the

author to make the requested corrections.

The author will make the corrections and re-

send the contribution through an email in res-

ponse to the notification and will also upload

the corrected manuscript into OJS supplemen-

tary files.

The editorial team will verify that the re-

quested corrections have been incorporated,

if it complies, the manuscript will start the

second part of the process that may be follo-

wed by the author through OJS, otherwise the

author will be notified and the manuscript will

be archived.

The second phase of the process consists

of the evaluation under the methodology of

double-blind review, which includes national

and foreign experts considering the following

steps:

The editor assigns two or more reviewers

for the article.

After reviewing the article, the reviewers

will submit the evaluation report with one

of the following results.

� Publishable

� Publishable with suggested changes

� Publishable with mandatory changes

� Non publishable

The editor once received the evaluation

by the reviewers will analyze the results

and determine if the article is accepted

or denied.

If the article is accepted, the author will

be notified to make corrections if required

and the corresponding editorial process

will be continued.

If the article is denied, the author will

be notified and the manuscript will be

archived.

In the two previous cases the result of

the evaluation of the reviewers and their

respective recommendations will be sent.

The second phase of the process lasts at

least 4 weeks, after which they will be notified

to the author giving instructions to continue

with the process.

6. Publication

The Ingenius Journal publishes two issues

per year, on January 1st and July 1st, so it is

important to consider the dates for sending the

articles and their corresponding publication.

Articles received until October will be consi-

dered for the January publication and those

received until April for the July publication.
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