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Lúıs Amaral, PhD, Universidad de Lisboa,

Portugal.

Jorge Henriques, PhD, Universidad de

Coimbra, Portugal.

William Ipanaque, PhD, Universidad de

Piura, Perú.
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Nacional, México.
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rior Politécnica del Litoral, Ecuador.

Enrique Carrera, PhD, Universidad de

las Fuerzas Armadas, ESPE, Ecuador.

Andrés Tello, MSc, Universidad de Cuen-

ca, Ecuador.
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Robinson Jiménez, PhD, Universidad Mili-

tar Nueva Granada, Colombia.

Alfonso Zozaya, PhD, Universidad de

Carabobo, Venezuela.

Mauricio Mauledoux, PhD, Universidad

Militar Nueva Granada, Colombia.

Luis Medina, PhD, Universidad Simón

Bolivar, Venezuela.

Ernesto Cuadros-Vargas, PhD, Universi-
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Efráın Alcorta Garćıa, PhD, Universi-

dad Autónoma de Nuevo León, México.
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Dante Angel Elias Giordano, PhD, Pon-

tificia Universidad Católica de Perú, Perú.
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José M. Aller, PhD, Universidad Politécni-
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Adi Corrales, MSc, Centro de Ingenieŕıa
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México.

Arnaldo Jélvez Caamaño, PhD, Universi-

dad del BIOBIO, Chile.

Javier Murillo, PhD, Centro Internacional

Franco Argentino de Ciencias de la Informa-

ción y de Sistemas, Argentina.

Lucas Daniel Terissi, PhD, Universidad

Nacional de Rosario, Argentina.

Rene Vinicio Sanchez Loja, MSc, Univer-
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Politécnica Salesiana, Ecuador.
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ca Salesiana, Ecuador.

Edilberto Llanes, PhD, Universidad In-

ternacional SEK, Ecuador.
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sidad Técnica de Cotopaxi, Cotopaxi

Olena Leonidivna Naidiuk, MSc, Univer-

sidad Politécnica Salesiana, Ecuador.

Oscar Naranjo, MSc, Universidad del

Azuay, Ecuador.

Paul Narvaez, MSc, Universidad Politécni-

ca Salesiana, Ecuador.

Hernán Navas Olmedo, MSc, Universidad
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versidad Politécnica Salesiana, Ecuador.

Jorge Romero Contreras, MSc, Universi-

dad de Carabobo, Venezuela

Fabian Saenz Enderica, MSc, Univer-

sidad de las Fuerzas Armadas, ESPE,

Ecuador.

Luisa Salazar Gil, PhD, Universidad

Simón Bolivar, Venezuela

Gustavo Salgado Enŕıquez, Msc, Univer-
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Centro Gráfico Salesiano - Editorial Don Bosco

MSc. Marlon Quinde Abril, Diagramming and layout

BSc. Andres Lopez, Community Manager - Diagramming and layout
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Editorial
Dear readers,

It is an honor to present this edition of our jour-
nal, showcasing the effort and talent of researchers
from various countries who contribute to the advan-
cement of science and technology in diverse contexts.
The articles featured in this issue highlight the wide
range of topics and approaches shaping technolo-
gical and scientific development worldwide. From
optimizing communication systems to innovations
in air quality analysis and sustainable energy, this
edition celebrates global collaboration and the local
application of knowledge.

From Peru, researchers Abimael Adam Francis-
co Paredes, Heidy Velsy Rivera Vidal de Sánchez,
Inés Eusebia Jesús Tolentino, and Jimmy Grover
Flores Vidal present the article Determination of
Optimal Formats for Digital Image Compression.
This work analyzes methods to optimize the storage
and transmission of images, a critical topic in the
digital age.

Venezuela offers two remarkable contributions.
In the first article, Monitoring the Liquid Level of
a Coupled Tank System Using Quasi-LPV Control,
Pedro Teppa-Garrán, Diego Muñoz-de Escalona,
and Javier Zambrano explore solutions for efficient
control in industrial systems. In the second, Compa-
rative Analysis of Flow Patterns in Flat and Conical
Nozzles Outside Design Conditions, San L. Tolen-
tino and Jorge Mirez examine flow phenomena that
impact the performance of mechanical devices.

Ecuador demonstrates its commitment to re-
search and innovation through multiple contribu-
tions in this edition. Nancy Eras, José Andrés Ota-
valo, and Santiago González present Application of
MANETs as a Communication System for Sustaina-
ble Mobility, highlighting the impact of technology
on urban sustainability.

The team of P. Silverio-Cevallos, J. Maita Ca-
jamarca, D. A. Molina-Vidal, C. J. Tierra-Criollo,
and P. Cevallos-Larrea introduces the Prototype

of a Multichannel Surface Muscle Stimulator Con-
trolled Remotely, an innovative tool in the field of
medicine.

In A Comprehensive Evaluation of AI Techni-
ques for Predicting Air Quality Index: RNNs and
Transformers, Pablo Andrés Buestán Andrade, Pe-
dro Esteban Carrión Zamora, Anthony Eduardo
Chamba Lara, and Juan Pablo Pazmiño Piedra ex-
plore the potential of artificial intelligence to address
environmental challenges.

Ricardo Carpio-Chillogallo and Edwin Paccha-
Herrera contribute an essential study titled Compa-
rative Study of Cooling Strategies in a Lithium-Ion
Battery Module to Prevent Thermal Runaway Using
CFD, aimed at optimizing energy storage systems.

In the field of health, Darwin Patiño-Pérez, Luis
Armijos-Valarezo, Luis Chóez-Acosta, and Freddy
Burgos-Robalino investigate Convolutional Neural
Networks for Diabetic Retinopathy Detection, ad-
dressing the impact of artificial intelligence in medi-
cal diagnosis.

Finally, Alan Cuenca Sánchez and Pablo Llu-
miquinga Eras present an educational approach in
Design of a Didactic Energy Consumption Meter
for Residential Use, demonstrating the importance
of education in efficient energy use.

From China, Fengliang Qiao, Zhaojie Shen, and
Yuxia Kang contribute the article Contact Patches
of Radial Tires with Different Length-to-Width Ra-
tios Under Static Load, providing practical solutions
for the automotive industry and tire design.

The diversity of articles presented in this edition
underscores the richness of international scientific ta-
lent. Contributions from Peru, Venezuela, Ecuador,
and China bring fresh ideas and interdisciplinary
approaches that inspire future collaborations and
sustainable advancements. Each study, from its res-
pective field, reaffirms the importance of science as
a tool to address local challenges with global impact.

John Calle-Siguencia, PhD

Editor in Chief
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Abstract Resumen
The objective was to determine the influence of differ-
ent image formats and tools used for compression on
the final size of the images, to know which are the op-
timal formats for compression. The sample was made
up of five digital image files with BMP extension,
taken in different scenarios and at different times at
the researcher’s discretion. The technique used was
the analysis of digital image files and as an instrument
a double input matrix, where the conversions of BMP
files to six different extensions of image files were
registered, with four different tools for manipulation
of image files. The experimental design was factorial,
where the two factors were the image compression for-
mats and tools and the dependent variable the final
image file size. Factorial ANOVA statistical analysis
was applied with α = 0.05. It was obtained that the
format of smaller size was the JPG when using as
tool the Illustrator and the one of greater size the one
of greater extension the PSD also obtained with the
Illustrator. The statistical analysis showed that the
format factor significantly influences the final size of
the images (p < 0.05) and the tool factor does not
show significant influence on the size of the images
(p > 0.05), nor is the interaction between the factors
significant. It is concluded that regardless of the tool
used, it is the image format that influences the final
size.

El objetivo de este trabajo fue el determinar la influ-
encia de diferentes formatos de imagen y herramientas
que se utilizan para la compresión en el tamaño final
de las mismas, para conocer cuáles son los formatos
óptimos para la compresión. La muestra estuvo con-
formada por cinco archivos de imágenes digitales con
extensión .bmp, tomadas en diferentes escenarios y
horas a criterio del investigador. La técnica empleada
fue el análisis de archivos de imágenes digitales y como
instrumento una matriz de doble entrada, donde se
registraron las conversiones de los archivos .bmp a seis
diferentes extensiones de archivos de imágenes, con
cuatro diferentes herramientas de manipulación de
archivos de imágenes. El diseño experimental fue fac-
torial, donde los dos factores fueron los formatos y las
herramientas de compresión de imágenes y la variable
dependiente, el tamaño final del archivo de imagen.
Se aplicó análisis estadístico ANOVA factorial con
α = 0,05. Se obtuvo que el formato de menor tamaño
fue el .jpg al utilizar como herramienta el Illustrator
y el de mayor tamaño el .psd, también obtenido con
el Illustrator. El análisis estadístico mostró que el
factor formato influye de forma significativa en el
tamaño final de las imágenes (p < 0,05) y el factor
herramienta no muestra influencia significativa en el
tamaño de las imágenes (p > 0,05), como tampoco es
significativa la interacción entre los factores. Se con-
cluye que independientemente de la herramienta que
se utilice, es el formato de la imagen lo que influye
en el tamaño final.

Keywords: image quality, compression techniques,
pixels, image handlers, size reduction

Palabras clave: calidad de imagen, técnicas de com-
presión, píxeles, manejadores de imágenes, reducción
de tamaño

9

https://doi.org/10.17163/ings.n33.2025.01
https://orcid.org/0000-0003-2176-7123
https://orcid.org/0000-0002-5206-356X
https://orcid.org/0000-0002-2376-2214
https://orcid.org/0000-0001-8116-2340
adamfp28@hotmail.com
https://doi.org/10.17163/ings.n33.2025.01


10 INGENIUS N.◦ 33, january-june of 2025

1. Introduction

Image compression encompasses a set of techniques
applied to digital images that enable efficient storage
or transmission [1]. These techniques have been devel-
oped to address the significant file sizes that image files
can occupy, which often limits their exchange via email
and other electronic platforms. Compression methods
rely on mathematical algorithms that reduce file size,
thereby minimizing resource consumption and transfer
time [2].

All image compression algorithms aim to achieve
a smaller compressed image size (high compression
factor) while maintaining a high-quality reconstructed
image (high-quality compression). The efficiency of
these algorithms can be evaluated based on the spe-
cific application using various criteria [3]. The most
important criterion is the compression factor, which
compares the image size before and after compression.
Therefore, a higher compression factor indicates a more
effective compression algorithm [4].

The most common types of compression are loss-
less and lossy compression. In lossy compression, some
image information is discarded during the compression
process. Some algorithms combine both techniques to
achieve compression [5]. The effectiveness of compres-
sion also depends on the type of image. For example,
bitmap images are composed of a grid of cells or pix-
els, each with a specific size, and lose resolution when
resized [2] In contrast, vector images are constructed
from mathematically defined objects, such as points
and lines, which are controlled through Bézier curves.
This structure provides greater flexibility, as vectors
can be scaled without losing resolution [6].

Regarding compression, both with and without
loss,Ruiz, Yarasca and Ruiz [7] explain that loss-
less compression employs complex mathematical algo-
rithms to condense code chains while preserving all
the information in the image. This ensures that the im-
age can be fully regenerated, without any loss, during
decompression, although it requires specific encoding
and decoding times. Formats such as Portable Network
Graphics (PNG) utilize this type of compression. In
contrast,Rojatkar et al. [8] describe lossy compression
as a technique in which certain image information,
typically deemed minimally perceptible, is discarded
during compression, resulting in a loss of some original
file data. This method is commonly used in image
formats such as Joint Photographic Experts Group
(JPEG).

Among the most common types of lossless image
compression is Run Length Encoding (RLE), which,
as noted by Hardi et al. [9], is one of the simplest com-
pression schemes. It works by replacing sequences of
identical bits with a code. The method scans the image
to identify pixels of the same color, and when the image
is saved, only the color value and the position of the

color pixels are recorded. This technique is particularly
effective for images with large areas of uniform color,
as it compresses the image without losing quality. The
Lempel-Ziv-Welch (LZW) method is similar to RLE
but supports a wider range of formats, including TIFF,
PDF, and GIF [2]. Like RLE, it is highly effective for
images with large areas of uniform color and simple
designs, but its efficiency diminishes when compressing
images with a broad range of photographic-like colors.
Huffman coding assigns shorter bit codes to frequently
occurring data and longer codes to less frequent data,
making it widely used due to its simplicity and high
speed [1]. Arithmetic coding, conversely, represents
sequences of symbols in binary form by using intervals
of real values between zero and one [10].

The most common lossless compression models in-
clude Transform Coding, which uses a discrete Fourier
transform to represent the image through transform
coefficients. A quantization process is then applied,
where coefficients with small, insignificant values are
eliminated, resulting in some loss of information with-
out causing noticeable image distortion [11]. Vector
quantization involves selecting a representative set of
pixels from the original image and discarding the non-
representative ones. This is achieved by constructing
dynamic tables or through clustering for vector clas-
sification [1]. Fractal Compression treats images as
fractal objects, meaning they are composed of a re-
peating fragmented structure. Then, some functions
are created to generate transformations that divide
the original image into smaller, self-similar parts. The
iterative application of these transformations produces
an image that closely resembles the original but is
smaller in size, as some information is lost during the
division process [10].

The compression of digital images has been studied
from various perspectives, ranging from research on
the algorithms used for compression [12,13] [3,4] to spe-
cific applications in fields such as forestry sciences [14],
forensic sciences [15, 16], medical sciences [17–19], and
other disciplines. Most research focuses on algorithms
for analysing digital image files, with little reference
to comparisons of tools and formats for selecting op-
timal options. This study aims to address this gap
by examining whether image formats, tools, and their
interaction influence the size of image files. The pri-
mary objective of the research is to determine whether
the interaction between formats and tools significantly
affects the size of digital image files.

2. Materials and methods

2.1. Methodology

The research followed a quantitative methodological
approach, utilizing an experimental design at an ex-
planatory level. The population consisted of photo-
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graphic image files in BMP format, and the sample
included five digital image files in BMP format, cap-
tured in various settings and at different times at the
researcher’s discretion. The technique employed was
the analysis of digital image files, and the instrument
used was a double-entry matrix, where the conver-
sions of BMP files to six different file extensions were
recorded using four different tools (software) for digital
image manipulation.

The statistical design employed was a factorial de-
sign, with two factors: image compression formats and
tools, and the dependent variable being the final image
file size. The experimental design included six levels
for the first factor (Format) and four levels for the
second factor (Tool), resulting in a total of 24 treat-
ments applied to a sample of five images, yielding 120
measurements of the dependent variable. The formats
used were JPG, PNG, PSD, PDF, TIFF, and TGA,
while the image editing tools were CorelDraw, Photo-
shop, Illustrator, and Gimp. The images selected for
the sample were coded as presented in Table 1.

Table 1. Sample description

N° Name Extension
1 Archive f01_bmp.bmp 11796536 bytes
2 Archive f02_bmp.bmp 47775800 bytes
3 Archive f03_bmp.bmp 47775800 bytes
4 Archive f04_bmp.bmp 53747768 bytes
5 Archive f05_bmp.bmp 59722040 bytes

The statistical analysis was conducted using facto-
rial ANOVA to measure both the individual effects of
each factor and the effect of their interaction on the
dependent variable, with a 95% confidence level. The
statistical software used for the analysis was SPSS 25.

3. Results and Discussion

3.1. Analysis and Results

Of the 120 data points recorded, it was observed that
when using the CorelDraw tool, the PDF format pro-
duced the smallest files [20], while the TGA format
resulted in the largest. With the Photoshop tool, the
smallest file size was achieved using the JPG format,
while the largest was obtained with TIFF. Similarly,
when using Illustrator, the JPG format yielded the
smallest file size, whereas the PSD format generated
the largest files. Lastly, when using Gimp, the small-
est file size was also achieved with the JPG format,
while the PSD format resulted in the largest files. As
noted, JPG consistently produced the smallest file
sizes. Although JPG compression is lossy, the algo-
rithm compensates by softening edges and areas with
similar colors, making the loss of information imper-
ceptible to the naked eye. This allows for a high degree

of compression, with image quality degradation only
noticeable under significant zoom [2]. In this regard,
Tan [19] suggests that the choice of format should
primarily be based on the content of the image. Pho-
tographic images, or those with soft tones and few
sharp edges, are generally best compressed using a
lossy format such as JPEG.

The analysis also revealed that, across the four tools
used for converting BMP files, the conversion to JPG
resulted in the lowest average file size, at 210,152,480
bytes. In contrast, the conversion to PSD produced
the highest average file size, at 7,042,890,180 bytes.
The smallest file was a JPG generated with the Illus-
trator tool, with a size of 50,474,220 bytes, while the
largest file was a PSD, also generated with Illustrator,
with a size of 10,044,601,140 bytes. As noted on the
Adobe Photoshop portal, PSD is the default format
for Photoshop and is compatible with other tools, such
as Illustrator. PSD files can reach a maximum size of
2 GB. The fact that the average PSD file size in this
study exceeded that limit suggests that some tools
may not be fully optimized for converting BMP im-
ages to PSD format. Illustrator, which produced PSD
files of approximately 1 GB, proved to be the most
effective for this conversion. Additionally, Parmar and
Pancholi [21] mention that the JPG format is widely
used in photography due to its ability to handle mil-
lions of colors while maintaining good quality, even
with lossy compression.

A factorial ANOVA test was performed to assess
the influence of the factors (Format and Tool) on the
dependent variable (Image size), with the results pre-
sented in Table 2.

Table 2. Results of the applied factorial ANOVA

Origen
Sum of

gl
Mean

psquares square
Model 8.52022E+20 23 3.70444E+19 0

Intersection 1.00536E+21 1 1.00536E+21 0
A. Formats 5.63869E+20 5 1.12774E+20 0

B. tools 5.86365E+19 3 1.95455E+19 0.09
A*B 2.29516E+20 15 1.53011E+19 0.053
Error 8.4412E+20 96 8.79292E+18
Total 2.7015E+21 120
Total 1.69614E+21 119

In Table 2, the p-value is of primary importance, as
it indicates the influence of the factors on the depen-
dent variable. For the Format factor,p < 0.05 suggests
a statistically significant influence on the size of the
final converted file, which is expected given the varia-
tion in file sizes across different formats. In contrast,
the Tool factor shows no significant influence, asp >
0.05, indicating that the final image size is not depen-
dent on the tool used for conversion. Additionally, the
interaction between the factors does not exhibit any
significant influence on the final image size. Therefore,
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it can be concluded that the format is the primary fac-
tor affecting the final size of BMP images, regardless
of the tool used for conversion.

The differences between format types are expected
and consistent with the fact that each format employs
a distinct algorithm for compression, which directly
influences the final file size [1]. This observation is
also supported by Salomón [22], who highlights that
each format uses a different compression methodology,
and, therefore, conversion and compression tools, when
operating based on these methodologies, do not show
significant differences between them. The results indi-
cate that compressing an image to a particular format
can be achieved using any tool, as the resulting file
size will not be statistically different. This is further
supported by the non-significance of the interaction
between the factors. Similarly, AbuBaker, Eshtay, and
AkhoZahia [12] reported differences in the size and
quality of digital mammogram images depending on
the compression methods used, a trend also evident
in the differences between the various output formats,
each utilizing distinct methods. Likewise, Wahba and
Maghari [23] demonstrated that the compression tech-
niques unique to each format are key determinants of
the file size or extension of the compressed image.

When differences between formats were observed,
JPG consistently resulted in the smallest file sizes
while maintaining acceptable quality, comparable to
other formats. This finding aligns with Dhawan’s [24]
research, which compared the compression of various
image formats based on the different algorithms used.
The smallest JPG file sizes were obtained using the
Illustrator tool, suggesting that, although no statistical
difference was found between the tools, Illustrator may
be preferable for achieving smaller file sizes. This is
further supported by Sakshica and Gupta [25,26], who
emphasize that Illustrator is particularly effective for
compressing vector images [27–30].

4. Conclusions

The results of this study indicate that the final file
size of compressed images is determined primarily by
the format chosen for compression rather than the
tool employed. The smallest file size was consistently
achieved with the JPG format, particularly when us-
ing the Illustrator tool, which is notably effective for
compressing vector images.

However, while JPG yielded the smallest file size,
it employs a lossy compression method, which results
in the loss of some image pixels, potentially affect-
ing resolution upon decompression. Therefore, further
research and experimentation with alternative tools
are recommended to more effectively determine the
optimal image format for compression, ensuring a bal-
ance between minimal file size and the preservation of

image quality aligned with the intended use.
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Abstract Resumen
This article proposes a gain-scheduling procedure
based on quasi-LPV modeling for a nonlinear coupled
tank system to track the liquid level with zero steady-
state error. The nonlinearities are directly represented
by a parameter vector that varies within a bounded
set constrained by the physical limits of the tank sys-
tem levels. This approach enables accurate nonlinear
system modeling using a linear parameter-varying
model. State-feedback linear controllers are designed
at the extreme vertices of the bounded set. The global
controller is derived as the weighted average of local
controller contributions, with the weighting deter-
mined by the instantaneous values of the parameter
vector. Two interpolation mechanisms are proposed
to implement this weighted averaging of the linear
controllers. The results confirm the effectiveness of
the proposed method in achieving accurate liquid
level tracking.

En este artículo se propone un procedimiento de
programación de ganancias basado en un modelado
cuasi-LPV de un sistema no lineal de tanques acopla-
dos para seguir el nivel de líquido con error en estado
estacionario nulo. Las no linealidades están represen-
tadas directamente por un vector de parámetros que
varía dentro de un conjunto acotado por los límites
físicos del nivel del sistema de tanques. Esto permite
un modelado exacto del sistema no lineal utilizando
un modelo lineal de parámetros variantes. Luego, se
diseñan controladores lineales de realimentación de es-
tado en los vértices extremos del conjunto acotado. El
controlador global corresponde a un promedio ponder-
ado de las contribuciones locales. Esta ponderación
depende de los valores instantáneos del vector de
parámetros. Para implementar el promedio ponder-
ado de los controladores lineales, se proponen dos
mecanismos de interpolación. Los resultados obteni-
dos muestran la efectividad del método.
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1. Introduction

The control of liquid levels in tanks is widely employed
in various industries, including food and beverage pro-
duction, nuclear and petrochemical plants, and the
pharmaceutical sector. Generally, interactions between
tanks occur due to coupling, resulting in nonlinear be-
havior [1]. Numerous control strategies have been pro-
posed for coupled tank systems, including Proportional-
Integral-Derivative (PID) controllers [2–4], Fuzzy con-
trol [5,6], Model Predictive Control [7,8], Backstepping
Control [9,10], Sliding-Mode Control [11,12], Fractional
PID controllers [13, 14], Robust control [15]. Active
Disturbance Rejection Control [16,17] and Two-Degree-
Of-Freedom controllers [18]. Some of these techniques
rely on nonlinear system theory, which can be challeng-
ing to implement, while others employ linearization
of the system equations around an operating point.
For the local operating range, designs based on Jaco-
bian linearization perform effectively. However, under
significant disturbances or when faster settling times
are required, the performance of such controllers can
deteriorate due to a loss of robustness.

Gain scheduling [19, 20] is a widely adopted ap-
proach in industry for controlling nonlinear systems
by breaking down the nonlinear design problem into
several smaller, manageable subproblems where linear
design tools can be applied. For instance, in robot
control, controller dynamics are adjusted in real-time
based on varying inertia and geometry. Similarly, most
aircraft control laws are modified by interpolating in-
dividually designed controllers. In recent decades, the
Linear Parameter Varying (LPV) system theory has
gained prominence as a powerful paradigm for system
identification, analysis, and controller synthesis [21–23].
This class of systems is particularly valuable as it allows
nonlinearities to be incorporated as varying parameters
within a bounded set, ensuring that the possible trajec-
tories of the LPV system encompass all trajectories of
the original nonlinear system. When these parameters
include state vector elements, the system is referred
to as quasi-LPV [24]. In this study, the nonlinearities
of the tank system model, represented by liquid levels,
are considered uncertain but constrained within the
technological limits of the equipment ([0, 30]cm). This
allows for an accurate representation of the nonlinear
terms by embedding them into a quasi-LPV model.
The advantage of this approach is that it enables the
design of linear controllers using state-space techniques,
ensuring zero steady-state tracking error for constant
reference inputs and guaranteeing a pole-dominant
criterion [25,26].

Within a gain-scheduling scheme, the control of
the nonlinear coupled tank system is achieved through
local controller interpolation. Two interpolation mecha-
nisms are proposed: (1) analytical interpolation, where
a system of linear equations is continuously solved to

compute the weighting factors, and (2) geometric in-
terpolation, where the weights of the local controllers
are determined based on the Euclidean distance to
some vertex points. Analytical interpolation, initially
presented in [27] and inspired by concepts from Takagi-
Sugeno fuzzy models, is implemented in this study in
a simplified form without incorporating any fuzzy el-
ements. Geometric interpolation, on the other hand,
offers an innovative approach in this context. While
quasi-LPV theory has been widely applied in fields
such as missile guidance [28,29] and robotics [30,31],
its application to tank systems remains relatively un-
explored despite the significant industrial relevance of
this process.

The results confirm the effectiveness of the pro-
posed method in controlling the coupled tank system.
The article is structured as follows: Section 2 details
the quasi-LPV control design method, with a particular
focus on the formulation of two interpolation mecha-
nisms, which are integrated within a gain-scheduled
tracking control strategy and describes the coupled
tank system’s nonlinear model. In Section 3, the quasi-
LPV design method is applied to the system. Finally,
the conclusions are presented in Section 4.

Notación: Bold capital letters denote matrices,
while bold lowercase letters represent vectors(i.e. θj is
the j-th component of the vector θ). Superscripts indi-
cate vectors; for instance, θi refers to the i-th vector,
and θi

j denotesthe j-th component of the i-th vector.
ḟ(t) = df(t)/dt and f̈(t) = d2f(t)/dt2. R denotesthe
set of real numbers.

2. Materials and methods

2.1. Quasi-LPV control design

Most existing nonlinear controller synthesis approaches
focus on input-affine systems [32], which are typically
described as equation (1):

ẋ(t) = f [x(t)] + g[x(t)]u(t) (1)

Where x : R+ → Rn is the state vector, u :
R+ → R is the control input, t is the independent
variable of time, f : Rn → Rn and g : Rn → Rn

are nonlinear fields. The general nonlinear equation
ẋ(t) = f [x(t), u(t)], which frequently appears, can,
under technical assumptions, be transformed into (1)
through a nonlinear feedback transformation [33].

The first step in the synthesis procedure is to derive
a quasi-LPV representation of the form as seen in the
equation (2):

ẋ(t) = A[θ(t)]x(t) + B[θ(t)]u(t), θϵΩ (2)

For the nonlinear system described in equation
(1). Here θ represents a parameter vector that varies



Teppa-Garrán et al. / Liquid level tracking for a coupled tank system using quasi–lpv control 17

within a bounding box Ω. In quasi-LPV modeling, it
is assumed that there is a relationship between the
parameter vector and the system states, θ = σ(x),
such that for all parameter values within Ω.

A[θ(t)]x(t) + B[θ(t)]u(t) = f [x(t)] + g[x(t)]u(t)

2.2. Interpolation mechanisms

Defining θiϵRn, i = 1, ..., N in equation (2) as the vec-
tors representing the extreme combinations of parame-
ters in Ω, a set of local linearized models is obtained
as follows:

(Ai, Bi) = (A(θi), B(θi)), i = 1, ..., N (3)

For each local model, a state vector gain Kican
be designed. The parameter vector θ(t) is then used
to construct the overall gain-scheduled controller by
interpolating the local controllers. At any given time,
θ(t) can be expressed as equation (4):

θ(t) =
N∑

i=1
αi(t)θi,

N∑
i=1

αi(t) = 1 (4)

The weights αi(t) are computed by solving the
system of linear equations:

W η = v (5)
Where:

η =

 α1(t)
...

αN (t)

 , W =
[
θ1 · · · θN

1 · · · 1

]
, ν =

[
θ(t)

1

]

The interpolation scheme based on the weights com-
puted from the continuous solution of equation (5) is
referred to as analytical interpolation to distinguish it
from geometric interpolation, which will be described
below.

At any given time, the Euclidean distance between
the state-dependent parameter vector θϵRn and any
of the extreme vectors θiϵRn within the bounding box
Ω can be computed for i = 1, . . . , N as:

θθi =
√

(θ1 − θi
1)2 + · · · + (θn − θi

n)2 (6)

The relative contribution of the parameter vector
θ(t) on each vertex θi is given by:

aj = θθj∑N
i θθi

, j = 1, ..., N

Points further from the vertices should have lower
weights. Therefore, the complementary distance, 1 −

¯θθi, is used in the calculation. The complementary rel-
ative contribution is then computed as bj = 1−aj , j =
1, . . . , N. Finally, the weight αj(t) para j = 1, . . . , N
at any given time is determined as:

αj = bj∑N
i=1 bi

=
1 − θθj∑N

i=1
θθi∑N

j=1

(
1 − θθj∑N

i=1
θθi

) (7)

As in the analytical procedure, the weights com-
puted using the geometric approach continuously sat-
isfy the equation

∑N
j=1 αj(t) = 1. The key difference

between the two methods is that the geometric ap-
proach ensures positive weights, whereas the analytical
procedure does not. This may necessitate conditioning
of the control input if the actuator operates only with
positive signals.

2.3. Tracking a step reference input

Using the computed weights, the model in equation
(2) can be approximated as a combination of the local
linear models:

ẋ(t) =
N∑

i=1
αi(t)Ai︸ ︷︷ ︸

Ã

x(t) +
N∑

i=1
αi(t)Bi︸ ︷︷ ︸

B̃

u(t) (8)

The design problem now focuses on tracking a step
reference input r(t) with zero steady-state error e(t)
defined as:

e(t) = r(t) − y(t) (9)
Where is the controlled output. Taking the time

derivative of equation (9), for a constant reference
input yields:

y(t) = Cx(t) (10)

ė(t) = −Cẋ(t) (11)
Taking the time derivative of each local linear

model (Ai, Bi) for i = 1, . . . , N yields:

ẍ(t) = Aiẋ(t) + Biu̇(t) (12)
Equations (11) and (12) can be combined as:

ż(t) = Fiz(t) + Giu0(t) (13)
Where:

z(t) =
[
e(t) ẋ(t)

]T
, u0(t) = u̇(t),

Fi =
[

0 −C
0 Ai

]
, Gi =

[
0

Bi

]
.
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A state feedback gain for system (13) is constructed
as:

u0(t) = Kiz(t) =
[
Kei

Kxi

] [
e(t)
ẋ(t)

]
(14)

After integrating equation (14), the actual control
signal becomes:

u(t) = Kei

∫ t

0
e(τ)dτ + Kxix(t) (15)

Using the same weights αi(t), a time-varying state
feedback gain for system (8) is constructed as:

u(t) = K̃e

∫ t

0
e(τ) dτ + K̃xx(t) (16)

Where:

K̃e(t) =
N∑

i=1
αi(t)Kei

, K̃x(t) =
N∑

i=1
αi(t)Kxi

Figure 1 illustrates the implementation of the con-
trol policy described in equation (15) for each local
model, as defined in equation (3). Additionally, Fig-
ure 2 depicts the global controller that enables the
implementation of the control law in equation (16) by
interpolating the local controllers, either using weights
computed analytically (equation (5)) or geometrically
(equation (7)). For the augmented tracking system in

equation (13), the gain Ki =
[

Kei︸︷︷︸
(1x1)

Kxi︸︷︷︸
(1xN)

]
is com-

puted for each i = 1, . . . , N by solving a closed-loop
pole placement problem using the Matlab command:

≫ Ki = place(Fi, Gi, P ) (17)

Figure 1. Local tracking control system block diagram

Figure 2. Overall tracking controller implementation by
interpolating local controllers

Where P represents the desired closed-loop poles,
selected to satisfy a guaranteed pole-dominant crite-
rion [25,26], based on closed-loop design requirements
specified in the time domain, such as overshoot (OS)
and settling time (Ts). In light of the above discussion,
the design algorithm for implementing the interpolated
control law in equation (16) is summarized in Table 1.

Table 1. Design algorithm for quasi-LPV control

Step 1 Construct a quasi-LPV model (2) for the nonlinear system to
be controlled (1).

Step 2 From (2), derive a set of local linearized models (3).

Step 3
Compute the local gains kei y Kxi en (15) para cada
modelo de seguimiento local aumentado en (13), in (15) for
each local tracking augmented model in (13), using the closed-
loop specifications for OS y Ts through the Matlab
command (17).

Step 4 Compute the weights αi by continuously solving (5) or (7).
Step 5 Interpolate the local controllers obtained in Step (2) through

(16).

2.4. Coupled Tank System

Figure 3 depicts the coupled tank system. It consists
of a single pump and two tanks, each equipped with a
pressure sensor to measure the water level. The pump
transfers water from the bottom reservoir to the top
of the system. Depending on the configuration of the
outflow valves, water can flow into the upper tank, the
lower tank, or both. This configuration is illustrated
in Figure 4, where the pump output is connected to
the first tank.

x1 and x2 represent the water levels in tanks 1 and
2, respectively. The vector functions in the form of
equation (18) for the coupled tank system are derived
using Bernoulli’s law and the mass balance princi-
ple [34] and are expressed as:

f(x) =
[
−(Ad1/A1

√
2gx1(t) 0

(Ad1/A2
√

2gx1(t) −(Ad2/A2
√

2gx2(t)

]
g(x) =

[
Kf /A1

0

]
(18)

Figure 3. Coupled tank system
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Figure 4. Standard configuration of the coupled tank
system

Where A1 and A2 denote the cross-sectional areas
of tanks 1 and 2, respectively. Ad1,Ad2 represent the
cross-sectional areas of the corresponding orifices, g is
the acceleration on Earth due to gravity, and Kf is
the pump flow constant. The numerical values of these
parameters are provided in Table 2.

Table 2. Physical parameters of the coupled tank system

Description Value Unit

Pump flow constant (Kf ) 4 cm3/s/V

Small Outflow Orifice
0.635 cmDiameter of Tank 1 (Do1)

Small Outflow Orifice
0.476 cmDiameter of Tank 2 (Do2)

Tanks’ Diameter (Dt1, Dt2) 4.445 cm
Water levels range of

30 cmTanks 1 and 2
Acceleration due to gravity(g) 981 cm/s2

Pump peak voltage 22 V

3. Results and discussion

This section outlines the implementation and evaluates
the performance of the quasi-LPV control method, as
summarized in Table 1.

3.1. Quasi-LPV model

The input voltage applied to the pump serves as the
control signal, while the water level in the second tank
is selected as the controlled output. Based on equation
(18), the nonlinear model of the tank system can be
expressed as:

ẋ1(t) = −Ad1

A1

√
2gx1(t) + Kf

A1
u(t)

ẋ2(t) = Ad1

A2

√
2gx1(t) − Ad2

A2

√
2gx2(t)

The nonlinear terms in each equation can be refor-
mulated as follows:

ẋ1(t) = −Ad1

A1

√
2gx2

1(t)
x1(t) + Kf

A1
u(t)

ẋ2(t) = Ad1

A2

√
2gx2

1(t)
x1(t) − Ad2

A2

√
2gx2

2(t)
x2(t)

Resulting in:

ẋ1(t) = −Ad1
√

2g

A1

√
1

x1(t)x1(t) + Kf

A1
u(t) (19)

ẋ2(t) = Ad1
√

2g

A2

√
1

x1(t)x1(t)− Ad2
√

2g

A2

√
1

x2(t)x2(t)

Defining the parameter vector in (19) as:

θ(t) = [θ1(t) θ2(t)]T = [1/
√

x1 1/
√

x2]T (20)

Utilizing the numerical values from Table 2, the
quasi-LPV model in the form of equation (2) is ex-
pressed as:

ẋ(t) =
[
−0.904θ1(t) 0
0.904θ1(t) −0.508θ2(t)

]
x(t)+

[
0.258

0

]
u(t)

(21)

y(t) =
[
0 1

]︸ ︷︷ ︸
C

x(t)

The liquid levels in the tanks are considered uncer-
tain but vary within their physical limits, as specified
in Table 2, over the interval:

x1(t), x2(t)ϵ[5 25]cm (22)

When the liquid levels in the tanks vary within the
range specified in equation (22), the parameter vector
in equation (20) will fluctuate within the rectangular
bounding box:

θ1(t), θ2(t)ϵ[0.20 0.45] (23)
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3.2. Local linearized models

The extreme parameter combinations within the
bounding box in equation (23) yield the following vec-
tors:

θ1 =
[
0.20
0.20

]
θ2 =

[
0.20
0.45

]
,

θ3 =
[
0.45
0.20

]
, θ4 =

[
0.45
0.45

] (24)

This results in the following set of local linearized
models: (Ai, Bi) = (A(θi), B) for i = 1, . . . , 4.

A1 =
[
−0.181 0
0.181 −0.102

]
A2 =

[
−0.181 0
0.181 −0.229

]
A3 =

[
−0.407 0
0.407 −0.102

]
A4 =

[
−0.407 0
0.407 −0.229

]
B =

[
0.258

0

]
(25)

3.3. Local controllers

Using equation (25), the augmented systems in equa-
tion (13) for each vertex are given by:

ż(t) =
[

0 −C
0 Ai

]
z(t) +

[
0
B

]
u0(t) (26)

The four controller gains Ki in equation (15) are
computed using the closed-loop time domain specifica-
tions OS = 1% and Ts = 40s. The calculation is then
performed as outlined in [35].

OS = e(−ζπ/
√

1−ζ2) ⇒ ζ = 1√
1+

(
π

ln(OS)

)2

= 0.83
Ts = 4/ζωn ⇒ ωn = 4

ζTs
= 0.1

The resulting dominant poles p1,2 = −0.0996 ±
j0.0669(s2 + 0.1992s + 0.0144). The desired closed-
loop poles used in equation (17) are P = [−0.0996 ±
j0.0669, −0.996], where p3 = −0.996 is a fast pole with
negligible influence on the OS and Ts specifications.
The controller gains are computed using equation (17)
as follows:

K1 =
[

−0.3161︸ ︷︷ ︸
Ke1

3.5380 2.1888︸ ︷︷ ︸
Kx1

]

K2 =
[

−0.3161︸ ︷︷ ︸
Ke2

3.0457 −0.1663︸ ︷︷ ︸
Kx2

]

K3 =
[

−0.1405︸ ︷︷ ︸
Ke3

2.6620 0.9728︸ ︷︷ ︸
Kx3

]

K4 =
[

−0.1405︸ ︷︷ ︸
Ke4

2.1698 −0.0739︸ ︷︷ ︸
Kx4

]
(27)

3.4. Interpolation mechanisms

In the analytical approach, equation (5) is represented
as the following system of linear equations:

0.20 0.20 0.45 0.45
0.20 0.45 0.20 0.45

1 1 1 1


︸ ︷︷ ︸

W


α1(t)
α2(t)
α3(t)
α4(t)

 =

θ1(t)
θ2(t)

1



Solving this system using the pseudoinverse matrix
(W T W )−1W T yields the following equation:


α1(t)
α2(t)
α3(t)
α4(t)

 =


−0.50 −0.50 1
−3.25 0.75 1
0.75 −3.25 1
3.50 3.50 −2


θ1(t)

θ2(t)
1

 (28)

For geometric interpolation, equation (7) is im-
plemented directly using a Matlab function block. A
straightforward Matlab function code is written and
integrated into a Simulink model, which executes the
simulation.

3.5. Gain-scheduled control implementation

The gain-scheduled control strategy depicted in Fig-
ure 2 was implemented. Figure 5 illustrates the liquid
level response in the second tank following a set-point
change, comparing both interpolation methods for the
computed linear controllers (27).

Figure 5. Second tank closed-loop liquid level response
for analytical and geometric interpolation methods

The geometric method encounters specific issues
at the start of the simulation due to its inability to
provide the required negative control action. After this
initial phase, the performance of both interpolation
schemes becomes comparable.

Figure 6 illustrates the control signal, while Figure
7 focuses on the first 20 seconds of the control signal.
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It is evident that when a negative control signal is
required, the geometric scheme remains at zero, con-
firming the issues observed at the beginning of the
simulation, as depicted in Figure 5. It is important
to note that the control signal provided by the pump
cannot be negative, a limitation not accounted for dur-
ing the simulation when evaluating the performance
of both interpolation schemes.

Figure 6. Pump voltage control signal for analytical and
geometric interpolation methods

Figure 7. Detail of the control signal during the first 20 s

3.6. Further results

Figure 8 illustrates the parametric bounding box de-
fined by equation (23). The previous results involved
the implementation of the gain scheduled controller
through the interpolation both geometric and analyti-
cal of the local controllers computed at the vertices (A),
(B), (C), and (D), based on a dominant pole criterion
for the desiredOS and Ts specifications. Additionally,
the simulation permitted the control signal to take on
negative values to facilitate a comparison between the
two interpolation mechanisms.

The gain-scheduled controller is implemented in
this section, using various local controllers computed
within the region shown in Figure 8, as specified in

Table 3. The control signal is constrained to remain
within the operational range of the pump (0-22 V),
and the desired closed-loop poles in equation (17) are
selected as P = [−0.1, −0.2, −10] , rather than em-
ploying the dominant pole criterion.

Figure 8. Points chosen in the parametric bounding box
(23) to compute local controllers

Table 3. Points chosen in region (3) to compute local
controllers.

Model Points chosen in (23)
M1 (A), (B), (C), (D)
M2 (E), (F), (G), (H)
M3 (A), (D)

Model M1 utilizes the vertices of the region, M2
computes the local controllers along the edges, and
model M3 considers the extreme vertices of the re-
gion, where parameters θ1 and θ2 take their minimum
and maximum possible values. The selection of the
M3 model is justified by the well-known Edge Theo-
rem [36]. Figure 9 illustrates the level in the second
tank and the pump control signal using the M1 model
with analytical interpolation.

Figure 9. Second tank level and pump voltage for M1
model and analytical interpolation



22 INGENIUS N.◦ 33, january-june of 2025

Figure 10 presents a similar scenario employing
geometric interpolation. Figures 11 , 12 replicate the
analysis for the M2 model, using analytical and geo-
metric interpolation mechanisms, respectively.

Figure 10. Second tank level and pump voltage for M1
model and geometric interpolation

Figure 11. Second tank level and pump voltage for M2
model and analytical interpolation

Figure 12. Second tank level and pump voltage for M2
model and geometric interpolation

Figures 13 and 14 display the results for the M3
model, again using analytical and geometric interpola-
tion, respectively. Finally, Figures 15 and 16 compare
the evolution of the liquid level in the second tank
for all three models, with analytical and geometric
interpolation considered, respectively.

Figure 13. Second tank level and pump voltage for M3
model and analytical interpolation

Figure 14. Second tank level and pump voltage for M3
model and geometric interpolation

Figure 15. Second tank level for models M1, M2 and M3
using analytical interpolation
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Figure 16. Second tank level for models M1, M2 and M3
using geometric interpolation

4. Conclusions

A gain-scheduled procedure was proposed to control a
coupled tank system modeled as a quasi-LPV system.
The nonlinearities of the model are directly captured
by a set of uncertain parameters that vary within a
bounded set, constrained by the physical limits of the
tank system. Extreme combinations of the parameter
vector were computed, and local linear approxima-
tions were obtained. These approximations were then
used in the state-space synthesis of control laws to
track a constant reference input. The global controller
was constructed as a weighted average of the local
contributions, where the weights depended on the in-
stantaneous values of the parameter vector. Two inter-
polation mechanisms, geometric and analytical, were
employed to determine the weighted average of the
linear controllers. The geometric method is based on
the Euclidean distance between the parameter vector
and the vertices, while the analytical method involves
solving a linear system of equations using the pseudoin-
verse of a matrix. The geometric scheme is simpler and
generates only positive control actions, with a very
short computation time. In contrast, the analytical
scheme can provide both positive and negative control
actions but requires significantly more processing time.
Simulation results demonstrated that using the two
extreme vertices (Model M3) to compute the interpo-
lated local controllers reduces the computational effort
needed.

The primary limitation of the methodology is the
challenge of accurately determining the quasi-LPV
model to capture the system’s nonlinearities, which
is not an easy task for all plants. This indicates that
the proposed approach may not be universally ap-
plicable. However, when a nonlinear plant can be ef-
fectively modeled using a linear parameter-varying
system, the method is straightforward to implement
and yields satisfactory results. Another key aspect

of the method is that the control law for designing
the local controllers is not limited to closed-loop pole
assignment, as demonstrated in this article. Various
state-feedback control strategies can be employed, in-
cluding those that account for optimality, robustness,
and constraints. Additionally, although the guaranteed
pole-dominant criterion is suitable for linear systems,
a notable discrepancy emerged between the design
specifications and the actual performance in the case
of the nonlinear tank system. This gap was mitigated
by setting dominant real poles to improve control over
the output.

Ongoing work focuses on the real-time implementa-
tion of the proposed design method and the inclusion
of state observers.
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Abstract Resumen
This paper presents an architecture based on the
MANET (Mobile Ad Hoc Network) paradigm as an
emergency communication system between users of
electric bicycles. The solution consists of 4 mobile
nodes representing the users and a main fixed node,
which emulates a bicycle docking station. This archi-
tecture allows multi-hop communication between the
nodes, using the proactive routing protocols OLSR
(Optimized Link State Routing) and BATMAN (Bet-
ter Approach to Mobile Ad Hoc Networking). The
study was divided into 3 main stages. First, an ana-
lysis of the wireless medium was performed to deter-
mine the maximum transmission distance and the
maximum bitrate between 2 nodes. Subsequently, the
throughput behavior was characterized in a multi-
hop configuration consisting of 4 nodes in order to
establish the network capacity in terms of bandwidth.
Finally, a web application was implemented for the
transmission of audio and text traffic. Regarding the
evaluation of the proposal, two scenarios were de-
signed to emulate the integration of a new cyclist
to the network and the communication between two
users in motion. The results reveal that OLSR pro-
vides a better system operation, with a throughput
of 2.54 Mbps at 3 hops and a PRR (Packet Reception
Rate) higher than 96%. In addition, it guarantees a
delay within the ITU-T (International Telecommuni-
cation Union-Telecommunication) G.114 recommen-
dation for bidirectional communication.

En este artículo se presenta una arquitectura basada
en el paradigma MANET (Mobile Ad Hoc Network)
como un sistema de comunicación de emergencia entre
usuarios de bicicletas eléctricas. La solución consta de
cuatro nodos móviles que representan a los usuarios
y un nodo fijo principal, que emula una estación de
anclaje de bicicletas. Esta arquitectura permite la
comunicación multisalto entre los nodos, utilizando
los protocolos de enrutamiento proactivos OLSR (Op-
timized Link State Routing) y BATMAN (Better
Approach to Mobile Ad Hoc Networking). El estudio
se dividió en tres etapas principales. Primero, se hizo
un análisis del medio inalámbrico para determinar
la distancia máxima de transmisión y el bitrate má-
ximo entre dos nodos. Posteriormente, se caracterizó
el comportamiento del throughput en una configu-
ración multisalto conformada por cuatro nodos con
el fin de establecer la capacidad de la red en térmi-
nos de ancho de banda. Finalmente, se implementó
una aplicación web para la transmisión de tráfico
de audio y texto. En cuanto a la evaluación de la
propuesta, se diseñaron dos escenarios que emulan
la integración de un nuevo ciclista a la red y la co-
municación entre dos usuarios en movimiento. Los
resultados revelan que OLSR proporciona una mejor
operación del sistema, con un throughput de 2.54
Mbps a 3 saltos y un PRR (Packet Reception Rate)
superior al 96 %. Además, garantiza un delay dentro
de la recomendación G.114 de la ITU-T (Interna-
tional Telecommunication Union-Telecommunication)
para una comunicación bidireccional.

Keywords: BATMAN, BSS, Emergency communica-
tion system, ITS, MANET, OLSR

Palabras clave: BATMAN, BSS, ITS,
MANET,OLSR, sistema de comunicación de
emergencia
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1. Introduction

The bicycle is a vital mode of transportation for the
development of sustainable mobility systems. As high-
lighted in [1], it offers users numerous advantages,
including affordability, efficiency, safety, and environ-
mental sustainability. Consequently, many cities have
implemented Bike Sharing Systems (BSS) to promote
cycling as a viable transportation option. Neverthe-
less, despite these benefits, users remain exposed to
challenges such as traffic congestion, accidents, envi-
ronmental pollution, and noise pollution, among other
adverse conditions [2].

In this context, Bike Sharing Systems (BSS) have
undergone significant technological advancements and
are now in their fourth and fifth generations. These
iterations include enhancements to streamline sharing
processes, integrate electric bicycles, and implement
communication systems among users [3]. As part of
Intelligent Transport Systems (ITS), BSS have been
widely adopted in cities worldwide, contributing sig-
nificantly to reducing CO2 emissions [4–8].

On the other hand, considering that a BSS involves
multiple users, ITS systems have incorporated hybrid
communication architectures based on the Ad Hoc
paradigm, particularly leveraging ANET (Mobile Ad
Hoc Network) and VANET (Vehicular Ad Hoc Net-
work).

In MANET-type networks, each node functions
both as a terminal device and as a router, enabling the
rapid establishment of communication links without
relying on centralized network infrastructure. As a re-
sult, they present a valuable technological solution for
scenarios requiring resilient communication systems,
as highlighted in [9,10]. However, their implementation
poses several challenges, including the management
of dynamic topologies due to node mobility, energy
limitations in battery-powered devices, and the varia-
bility of the wireless medium, particularly in multi-hop
configurations [11,12].

In this context, the literature has proposed various
routing mechanisms to address the challenges associa-
ted with diverse applications and scenarios, including
MANETs, VANETs, FANETs (Flying Ad Hoc Net-
works), and SANETs (Sea Ad Hoc Networks), among
others [13]. Notably, prior studies emphasize the supe-
rior functionality of proactive protocols compared to
reactive or hybrid approaches, even in environments
characterized by highly dynamic topologies [14,15].

It is important to note that most proposals have
been evaluated within simulation environments and un-
der controlled conditions, highlighting the additional
challenges and complexities associated with experi-
mentation in real-world scenarios and applications [14].
The most relevant studies available in the literature
are discussed below, with a particular focus on applica-
tions requiring resilient or emergency communication

systems.
Emergency communication systems play a vital

role in scenarios where conventional telecommunica-
tion infrastructures are non-operational, such as during
earthquakes, floods, accidents, or in remote and low-
coverage areas [12,16].

In [17], an evaluation of routing protocols in emer-
gency applications using FANETs is presented. The
results highlight the performance of AODV (Ad Hoc
On-Demand Distance Vector), DSDV (Destination Se-
quenced Distance Vector), and OLSR (Optimized Link
State Routing) mechanisms. Conversely, [18] empha-
sizes that proactive protocols in emergency applica-
tions exhibit lower end-to-end delays, as their routing
tables are continuously updated to reflect changes in
network topology. However, this advantage introduces
additional challenges, including increased bandwidth
and energy consumption requirements [19].

In [20], the performance of the OLSR and BAT-
MAN protocols is evaluated across the 2.4 GHz and
5 GHz frequency bands. The results show that OLSR
outperforms BATMAN in terms of throughput, achiev-
ing 0.91 Mbps at 2.4 GHz and 0.82 Mbps at 5 GHz over
a distance of 50 meters. Additionally, OLSR exhibits
superior performance in packet loss ratio (PLR), with
11% for 2.4 GHz and 20.4% for 5 GHz.

Similarly, in [21], a comparative analysis of the
OLSR and BATMAN protocols is presented, defining
two distinct scenarios. The first involves a multi-hop
topology with four static nodes, where OLSR demons-
trates higher throughput (10 Mbps at two hops and 6
Mbps at three hops), while BATMAN exhibits lower
delay (6 ms at two hops and 8 ms at three hops). The
second scenario involves an evaluation using a mesh
topology, where both protocols achieve a 100% packet
reception rate.

Multimedia content currently dominates internet
traffic. In this context, a comparative analysis of va-
rious video codecs over a multi-hop Ad Hoc network
is presented in [10]. Key performance metrics such as
Packet Reception Rate (PRR), delay, and throughput
are evaluated for real-time audio and video transmis-
sion. The study concludes that the VP8 video codec
is the most suitable for the proposed scenario.

Other studies propose innovative protocol adapta-
tions to ensure the efficient transmission of multimedia
traffic. For instance, [22] describes the RTMC (Real-
Time Multi-Cast) protocol, which enables receivers
to specify their real-time constraints, thereby optimi-
zing multicast trees to meet delay requirements while
reducing energy consumption. This solution operates
without relying on network topology information or
link maintenance mechanisms, offering a reactive rou-
ting approach.

On the other hand, [23] introduces the Multi-
Parameter Fuzzy Logic Resource Management (MP-
FLRM) approach, which leverages request, download,
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and upload time data to dynamically update the re-
source list in real time. This methodology enhances
resource management efficiency in VANET scenarios.

Finally, [24] explores the use of the OLSR protocol
as a routing mechanism for VoIP (Voice over IP) ser-
vices in a VANET, aiming to maintain an acceptable
quality of service for voice calls. The results indicate
that OLSR achieves delay, jitter, and packet loss values
of 102.48 ms, 10.675 ms, and 0.07%, respectively. How-
ever, limitations are observed as the number of hops
increases, resulting in delays that exceed the thresholds
recommended by ITU-T standards [15,25].

Regarding energy constraints, [26] introduces a
mechanism known as EARVRT (Energy-Aware Vir-
tual Relay Tunnels), which proposes the establishment
of virtual tunnels for route selection based on the
available energy in nodes and the number of hops.
Additionally, [27] describes the EEE-SR (Enhanced
Energy-Efficient Secure Routing) protocol, which in-
tegrates security policies, authentication, and energy
thresholds into routing decisions.

In [28], a mechanism called ACEAMR (Adaptive
Congestion and Energy-Aware Multipath Routing) is
introduced, aiming to balance quality of service and
energy consumption by discovering stable routes. Si-
mulation results indicate that ACEAMR outperforms
existing schemes in throughput (0.2 Kbps at a speed
of 15 m/s and 7.2 Kbps at 60 m/s), packet delivery
ratio (PDR) (81% at 15 m/s and 63% at 60 m/s),
delay (rising from 0.003 ms to 0.0093 ms), and energy
efficiency (7.2 J of energy consumption).

Motivated by these considerations, this study pro-
poses a communication system based on a MANET
for transmitting emergency informational messages in
text and audio formats among BSS users. The sys-
tem was implemented and evaluated in a real-world
scenario, consisting of four mobile nodes and a main
node, which facilitates the execution of experiments
across all nodes. For the experimental evaluation, the
OLSR and BATMAN protocols, highlighted in previ-
ous studies, were selected. A comparative analysis of
these protocols was performed, focusing on throughput,
delay, and packet reception ratio (PRR). Additionally,
energy consumption and node autonomy during audio
communication operations were analyzed. The primary
contribution of this work lies in the experimental ana-
lysis and the development of a communication system
for BSS utilizing the MANET paradigm in a real-world
setting.

The article is organized into several sections, each
addressing distinct aspects of the study. The Mate-
rials and Methods section outlines the methodology
employed for system evaluation, which comprises three
key components: the characterization of the Ad Hoc
network, the analysis of throughput in a multi-hop
topology, and the development and evaluation of a
web application. At each stage, tables and figures are

included to enhance clarity and comprehension. In
the Results and Discussion section, evaluation metrics
such as throughput, delay, and packet reception ra-
tio (PRR) are analyzed and interpreted across two
scenarios. The Conclusions section summarizes the
study’s primary contributions, discusses its practical
implications, and provides recommendations for future
research directions. Finally, the References section of-
fers the necessary citations to substantiate the work
and its findings.

2. Materials and methods

Figure 1 illustrates the coupling of a node with the
bicycle, highlighting its main components. Each node
is specifically implemented using a Raspberry Pi plat-
form, a wireless card compliant with the IEEE (Insti-
tute of Electrical and Electronics Engineers) 802.11
standard and compatible with Ad Hoc mode, as well
as a current sensor.

Figure 1. Electric bicycles with the coupled nodes

Figure 2 illustrates the methodology developed to
perform the comparative evaluation of routing pro-
tocols in the MANET network. Initially, a series of
experiments were conducted to characterize the maxi-
mum transmission distance and the wireless channel
capacity in a two-node configuration. Subsequently,
the bandwidth performance was assessed in a linear
topology comprising four nodes (three hops). Following
this, a mobile web application was developed, enabling
both subjective and objective analyses of audio traffic
quality. These analyses facilitated the adjustment of
audio encoding parameters, tailored to the specific
characteristics of the network.
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Finally, real-time audio transmission was conducted
to verify communication between the nodes, and the

system’s performance was objectively assessed using
metrics such as delay, PRR, and throughput.

Figure 2. Methodology for evaluating the proposed system: (a) Heat maps of WiFi networks foreach channel in the 2.4
GHz band. (b) Graphs representing the Variable Bit Rate VBR audio traffic profile. (c) A multi-hop network topology
consisting of four nodes. (d) Advanced Audio Codec (AAC). (e) Test scenarios incorporating mobility to assess network
performance and the mobile web application. (f) A mobile web application capable of scanning QR codes and providing
audio and text transmission functionalities.

2.1. Characterization of the ad hoc network

The characterization of the Ad Hoc network was con-
ducted to determine the maximum transmission dis-
tance and the maximum bitrate for a two-node con-
figuration. The experiments were carried out at the
facilities of the Scientific, Technological, and Research
Center Balzay (CCTI-B) at the University of Cuenca.
Specifically, the paths highlighted in Figure 3 were
selected, with lengths of 90 meters and 250 meters.

The first experiment involved transmitting UDP
(User Datagram Protocol) traffic between two nodes,
with one node remaining stationary while the other
was moved away in 10-meter increments. At each dis-
tance, the traffic rate was maintained at a constant
200 Kbps and repeated ten times. In the second exper-

iment, the nodes were positioned at an intermediate
distance, and the UDP traffic rate was incrementally
increased from 200 Kbps to 6 Mbps in steps of 100
Kbps. The experiments were conducted using the Iperf
tool [29]. Table 1 provides a summary of the main
parameters configured for each routing protocol.

Table 1. Default time intervals for the OLSR and BAT-
MAN protocols

OLSR (s) BATMAN (s)
HELLO_INTERVAL 2.0 ORIG_INTERVAL 1.0

REFRESH_INTERVAL 2.0 ELP_INTERVAL 0.5
TC_INTERVAL 5.0

MID_INTERVAL TC
HNA_INTERVAL TC
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Figure 3. Paths defined for conducting experiments at
the CCTI-B.

An additional experiment was conducted to ana-
lyze the characteristics and traffic profile generated
by audio transmission. For this test, two nodes were
positioned 10 meters apart. The AAC (Advanced Au-
dio Coding) codec was employed, configured with an
average compression rate of 200 Kbps. The wireless
card was set to a transmission speed of 54 Mbps and
a power output of 20 dBm. Notably, the FFMPEG
(Fast Forward MPEG) tool [30] was utilized for this
process.

2.2. Throughput analysis in a multi-hop topol-
ogy

In this scenario, throughput behavior was analyzed in
a multi-hop configuration. This setup is particularly
relevant as it enables bicycle users to communicate
over extended distances (e.g., between distant nodes
or with the anchor station).

The bitrate was varied to assess channel perfor-
mance across one-hop, two-hop, and three-hop configu-
rations. The experiments involved four nodes arranged
in a linear topology, with each node configured to
receive traffic exclusively from its directly adjacent
node.

Figure 4 illustrates the topology employed in the
experiment, where Node 1 serves as the transmitter
(TX), and Nodes 2, 3, and 4 function as receivers
(RX). The Iperf tool was utilized to regulate UDP tra-
ffic in 100 Kbps increments until a threshold value was
reached at each hop, following the parameter values
outlined in Table 1.

Figure 4. Multi-hop network topology

Based on the results obtained, the audio traffic
encoding parameters were adjusted and are presented
in detail in Table 2.
Table 2. General parameters for audio transmission and
reception

Parameter Value
Audio codec AAC

Bitrate 64 kbps
Probesize 50000

Samplerate 48000 Hz

2.3. Development of the mobile web application
and system evaluation

At this stage, a mobile web application was developed
to support the remote management of the nodes and
to evaluate their performance.

The application functions as a DHCP (Dynamic
Host Configuration Protocol) server using Hostapd
and Dnsmasq, enabling the management of the local
network and the assignment of IPv4 (Internet Protocol
version 4) addresses to devices connected through a
Raspberry Pi.

Additionally, two scenarios were designed to eva-
luate the MANET network alongside the mobile web
application. These scenarios are detailed in the follow-
ing section.

To enhance user experience, two QR (Quick Re-
sponse) codes were integrated one to facilitate wireless
network connection and the other to launch the mobile
web application. These codes enable users to conve-
niently access the desired functions by scanning them.
In cases where scanning capabilities are unavailable,
the required information for manually establishing the
connection is also provided.

The evaluation was conducted using key metrics,
including delay, PRR, throughput, and energy con-
sumption.

3. Results and Discussion

Figure 5 illustrates the bitrate behavior as a function
of the number of hops, based on the routing protocol
utilized. For the experiments, a linear topology was
configured with nodes spaced 30 meters apart. As ob-
served, the throughput decreases as the number of
nodes increases, which in turn raises the number of
required hops.

This behavior can be attributed to data flow con-
tention at each hop, a phenomenon known as intra
flow interference. Additionally, signaling mechanisms,
such as acknowledgment (ACK) messages, further limit
data transfer speeds, as discussed in [31].

Figure 5a depicts the bitrate performance for the
OLSR protocol. For the 1-hop configuration (blue), the
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channel exhibits a highly favorable response, demon-
strating linear behavior up to 6 Mbps. In the 2-hop
scenario (orange), linear behavior persists up to 3
Mbps; however, beyond this point, the channel begins
to show variability, with a maximum bitrate of 3.2
Mbps. Lastly, in the 3-hop configuration (green), the
behavior remains linear up to 2.4 Mbps. Beyond this
threshold, the received bitrate exhibits notable variabi-
lity, fluctuating between 2.3 Mbps and 2.8 Mbps. The
experiment achieved a maximum traffic transmission
of 3.3 Mbps.

(a)

(b)

Figure 5. Behavior of the bitrate according to the number
of hops. (a) With OLSR. (b) With BATMAN

Figure 5b illustrates the bitrate performance for
the BATMAN protocol. For the 1-hop configuration
(blue), the channel exhibits a favorable and nearly
linear response, achieving 4.63 Mbps when traffic is
transmitted at 5.1 Mbps. In the 2-hop scenario (or-
ange), the response remains nearly linear up to 2.2
Mbps. Beyond this point, the channel begins to exhibit
variability, reaching a maximum of 3.6 Mbps. Lastly,
for the 3-hop configuration (green), the bitrate initially
maintains linear behavior up to 1 Mbps. Beyond this
threshold, the graph displays some variability, with
the received bitrate stabilizing around 2 Mbps. How-
ever, when traffic exceeds 2 Mbps, the received bitrate
fluctuates between 1.8 Mbps and 2.3 Mbps.

Based on the results, the threshold values corre-
sponding to the maximum throughput achieved at each

hop were identified and are presented in Table 3.
The results presented in Figure 5 align with the

findings in [31], which indicate that multi-hop flows
tend to compete for access to the medium at each hop
on their path to the destination node. Consequently,
packets transmitted along longer routes are more likely
to be discarded compared to those traveling shorter
routes, thereby explaining the reduction in throughput
observed at 2 and 3 hops.

Table 3. Maximum throughput achieved in the multi-hop
network topology

Protocol 1 hop 2 hops 3 hops Unit
OLSR 6.00 3.08 2.54

MbpsBATMAN 4.63 2.91 2,038

3.1. Selection of scenarios for network evalua-
tion

Two scenarios were designed to evaluate the MANET
network in conjunction with the mobile web applica-
tion. Specifically, the area depicted in Figure 6 was
designated for the tests, encompassing a 120-meter
path within the CCTI-B facilities at the University of
Cuenca.

Figure 6. Selected location for conducting the experiments
within the CCTI-B

The experiments involved the transmission of voice
traffic. The first scenario, illustrated in Figure 7, si-
mulates the integration of a new node (node 4) into
the MANET network. This node, serving as the data
destination, moves along the defined path, while the
remaining three nodes remain stationary, with node 2
functioning as the transmitter. Nodes 3 and 1 serve as
intermediate hops to maintain communication when
node 4 is positioned at the ends of the path.

The second scenario, illustrated in Figure 8, em-
ulates communication between two moving cyclists
(nodes 2 and 4), while nodes 1 and 3 remain stationary,
serving as anchor stations to enable communication
via hops. The fixed nodes are separated by a distance
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of 60 meters, while the distance between the mobile
nodes ranges from 30 to 90 meters. The results for
each metric and scenario are detailed below.

Figure 7. First scenario for the evaluation of the system
and the mobile web application

Figure 8. Second scenario for the evaluation of the system
and the mobile web application

3.2. Delay

Figure 9 presents the results for the average delay
observed with each protocol, analyzed with 95% confi-
dence. Notably, the OLSR protocol exhibits a higher
delay compared to BATMAN, with values of 49.5 ms
versus 43.5 ms in the first scenario, and 20.9 ms ver-
sus 20.2 ms in the second scenario. This behavior can
be attributed to the additional delay introduced by
the exchange of signaling messages required for route
establishment (e.g., Hello Interval, Orig Interval), as
outline din Table 1.

Figure 9. Average delay

3.3. PRR

Figure 10 presents the PRR percentages for scenarios 1
and 2. In the first scenario, the OLSR protocol achieves
a PRR of approximately 96%, while the BATMAN
protocol achieves 97%. Conversely, in the second sce-
nario, OLSR records a PRR of 99%, outperforming
BATMAN, which achieves 97%.

These results underscore the robust packet recep-
tion performance of both evaluated protocols. In the
first scenario, both solutions achieve a reception rate
exceeding 95%, while in the second scenario, this value
rises to over 96%. Collectively, these findings highlight
the effectiveness of both protocols in the evaluated
scenarios.

Figure 10. Average PRR

3.4. Throughput

Figure 11 illustrates the throughput results for each
protocol. For the OLSR protocol, node 2 achieves a
throughput of 68.21 Kbps, while node 4 records 65.7
Kbps. In the case of the BATMAN protocol, through-
put values of 69.1 Kbps at node 2 and 65.82 Kbps at
node 4 are observed.

Figure 11. Average throughput

For scenario 2, the OLSR protocol achieves a
throughput of 114.19 Kbps at node 2 and 114.58 Kbps
at node 4. Similarly, for the BATMAN protocol, the
observed throughput values are 112.3 Kbps at node 2
and 112.79 Kbps at node 4.
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It is important to note that in the first scenario,
only node 2 functioned as the transmitter and node 4
as the receiver, whereas in the second scenario, nodes 2
and 4 were configured for bidirectional communication.
Consequently, higher throughput values are observed
in the second scenario. Furthermore, these values re-
main within the multi-hop bandwidth capacity for
both routing protocols.

3.5. Energy Consumption

Table 4 provides the energy measurements for each
node in both scenarios. These measurements consider
the maximum current consumed by the wireless inter-
face and the 5 V operating voltage supplied by the
USB (Universal Serial Bus) Type A port.

Table 4. Energy consumption at each node

Scenario Protocol
Energy mAh

Node 1 Node 2 Node 3 Node 4

1
OLSR 206.75 201.5 176.6 205.53

BATMAN 207.05 199.95 176.6 205.94

2
OLSR 79.22 72.57 79.42 76175

BATMAN 87.57 72.93 88.3 72410

An analysis was performed to estimate the auto-
nomy of the nodes based on their energy consumption
during the experiments conducted in the two scenarios.
The calculation utilized the 10 Ah capacity of the Eco
move Electric Bikes battery [32] and the maximum
current measurements for each node obtained using
the INA219 current sensor [33]. Table 5 presents the
estimated autonomy in hours.

Table 5. Estimation of autonomy time (h) for each node

Scenario Protocol
Estimated autonomy time h

Node 1 Node 2 Node 3 Node 4

1
OLSR 24.18 24.18 28.31 24.32

BATMAN 24.12 25.00 28.31 24.27

2
OLSR 31.55 34.44 31.47 32.81

BATMAN 28.54 34.27 28.31 34.52

It is important to highlight that in some cases,
the nodes’ autonomy exceeds 24 hours. This can be
attributed to the selection of test scenarios involving
minimal motor usage, resulting in reduced battery
consumption for the bicycle. Furthermore, during the
experiments, only short-distance trips were conducted
at speeds below 15 km/h.

4. Conclusions

This research proposes a MANET-based solution as an
emergency communication system within the frame-
work of sustainable mobility, specifically utilizing elec-
tric bicycles. A network comprising four mobile nodes
and one primary fixed node was configured to con-
duct experiments, enabling the evaluation of proactive

routing protocols, OLSR and BATMAN, in multi-hop
topologies under mobility conditions.

Based on the experimental results, the OLSR pro-
tocol demonstrated superior performance in terms of
bandwidth in multi-hop network topologies. The ma-
ximum throughput achieved at one hop was 6 Mbps,
decreasing progressively with the number of hops to
3.08 Mbps for two hops and 2.54 Mbps for three hops.
Conversely, the BATMAN protocol exhibited a sim-
ilar trend but achieved lower threshold values, with
maximum throughputs of 4.63 Mbps for one hop, 2.91
Mbps for two hops, and 2.038 Mbps for three hops.

Additionally, the average delay values for scenario 1
remained below 50 ms, while for scenario 2, they were
approximately 20 ms. These results indicate favorable
communication performance for both protocols, align-
ing with the ITU-T G114 recommendations, which
consider delays of up to 150 ms acceptable for real-
time communication. Similarly, the PRR percentages
demonstrated strong performance, with packet recep-
tion rates exceeding 96% in both scenarios. Lastly, the
throughput results confirmed that this metric aligns
with the channel’s evaluated bandwidth capacity, en-
suring reliable and seamless communication.

The analysis of the results for audio transmission,
identified as the most critical case due to its strin-
gent delay and PRR requirements, indicates that the
OLSR protocol exhibited superior adaptability in the
experiments conducted in this study. Moreover, the
findings underscore the feasibility of leveraging emer-
ging technologies such as MANET for the development
of communication systems within the context of sus-
tainable mobility.
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Abstract Resumen
Multichannel Functional Electrical Stimulation (FES)
technology is widely employed in artificial motor con-
trol research. This study presents the design and eval-
uation of a four-channel, remotely controlled surface
electrical muscle stimulator prototype. The proto-
type introduces a modern alternative for the control
block, employing a Wi-Fi-enabled solution based on
the ESP32 microcontroller. This controller enables
remote configuration of activation sequences for indi-
vidual channels and supports extensive customization
of parameters for a biphasic waveform stimulus. The
current signal is demultiplexed into four outputs. Ad-
ditionally, this study provides a detailed functional
evaluation of the amplification stage and examines
the load-dependent limitations of the output cur-
rent magnitude. Preliminary experimental testing
demonstrates the prototype’s ability to generate con-
trolled stimulation sequences in hand muscles. The
prototype’s functional and experimental performance
suggests its potential application in artificial motor
control research.

La tecnología de Estimulación Eléctrica Funcional
(EEF) multicanal se utiliza actualmente en la in-
vestigación del control motor artificial. Este trabajo
describe el diseño y evaluación de un prototipo de
estimulador eléctrico muscular de cuatro canales con-
trolado remotamente. El prototipo propone una alter-
nativa moderna para el bloque de control, utilizando
el microcontrolador Wi-Fi/ESP32. Este permite una
secuencia de activación de canales configurable de
manera remota y una extensiva configuración de los
parámetros de un estímulo en forma de onda bifásica.
La señal de corriente se demultiplexa en cuatro sali-
das. Este estudio también contribuye detallando la
evaluación funcional de la etapa de amplificación y
estableciendo la dependencia de la magnitud de la
carga en los límites de la corriente de salida. La prueba
experimental preliminar demuestra la capacidad del
prototipo para generar secuencias de estimulación
controladas en los músculos de la mano. El desem-
peño funcional y experimental del prototipo sugiere su
potencial uso para investigaciones del control motor
artificial.
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1. Introduction

Neurodegenerative disorders, such as Parkinson’s dis-
ease (PD), spinal muscular atrophy, and amyotrophic
lateral sclerosis, among others [1–3], have a profound
impact on the nervous system, frequently affecting
motor functions. Common symptoms associated with
these motor disorders include difficulty initiating and
coordinating smooth muscular movements, inhibition
of involuntary movements, challenges with postural
adjustment, progressive limb muscle weakness, and
muscle atrophy [4–6].

Electrical stimulation therapy plays a pivotal role
as a non-pharmacological treatment for motor disor-
ders associated with neurodegenerative diseases. Com-
mon non-invasive techniques include Transcutaneous
Electrical Nerve Stimulation (TENS) and Functional
Electrical Stimulation (FES). TENS primarily targets
afferent nerve fibers to mitigate muscle atrophy, al-
leviate pain, enhance muscle strength, and support
functional movement therapy [7]. In contrast, FES
stimulates motor nerves to induce contractions in weak
or paralyzed muscles. This technique is particularly
effective for patients with motor impairments, such
as those experiencing paralysis or severe muscle weak-
ness [8].

Artificial motor control through FES is an assistive
strategy designed to achieve functional and intentional
movements by inducing controlled contractions in tar-
geted muscle groups [9]. The therapeutic potential of
this technique has been extensively studied in various
conditions, including Parkinson’s disease [10], paraple-
gia [11] and neuroprosthetics [12].

Research conducted by Qi Wu et al. [13] and Mas-
dar et al. [14] demonstrated the efficacy of electrical
stimulation in restoring and maintaining muscle activ-
ity in paralyzed patients with spinal cord injuries and
related neural deficits. Furthermore, studies by Hai-
Peng Wang et al. [15] and Keller T. [16] highlighted the
use of electrical stimulation to enhance motor control
and support motor function training in stroke patients.

Despite the availability of various commer-
cial electrical stimulation technologies, experimental
paradigms in artificial motor control often require stim-
ulators with capabilities that surpass those offered by
standard TENS and FES technologies [17, 18]. For
instance, advanced features such as multichannel stim-
ulation with remotely programmable output patterns
and customizable stimulus parameters are critical in
this context [19].

However, detailed accounts of such advanced electri-
cal stimulation prototypes remain limited. One notable
example is the multichannel programmable stimulator
prototype developed by Qi Xu et al. [20].

Similarly, Hai-Peng Wang et al. [15] proposed a
FES stimulator capable of multiplexing signals from
an amplifier circuit across multiple outputs with pro-

grammable stimuli. Despite these advancements, cur-
rent reports on multichannel electrical stimulation tech-
nology for complex motor control exhibit significant
limitations [15], [20].

First, many prior studies rely on electronic con-
trol blocks that are difficult to procure or replicate
due to inaccessible developer tools and documenta-
tion [15], [19]. For instance, the prototypes described
in [15], [20] employ outdated controller technologies.

Second, these reports often lack comprehensive
descriptions of performance evaluations and the limi-
tations of signal amplification and current source cir-
cuitry, impeding reproducibility and validation efforts.

To address the need for contrasting and replicable
research in advanced motor control, it is essential to
explore modern and easily replicable technologies for
electrical stimulation. This study aims to design and
evaluate a prototype multichannel, wireless surface
electrical stimulator for FES. The design specifications
include remote control functionality via a smartphone
and the use of widely available electronic components
with extensive development resources to facilitate repli-
cation.

Additionally, the prototype is capable of generating
programmable sequences of multiplexed rectangular
biphasic signals across four isolated channels. The con-
troller block is implemented using the ESP32 wireless
microcontroller, a widely adopted platform known for
its large support community, versatility, and scalabil-
ity [21–24].

Furthermore, a preliminary experimental test was
conducted to assess the prototype’s ability to generate
sequential, programmable muscle contractions in hand
muscles, captured using a sensorized glove equipped
with accelerometers.

2. Materials and methods

2.1. Design Methodology

Figure 1 illustrates the general architecture of the
Multichannel Surface Electrical Stimulator (MSES).
The system consists of two primary components: (i)
a hardware module that generates biphasic waveform
current stimuli across four asynchronously activated
channels, and (ii) a software module, implemented as
a smartphone application, which allows users to con-
figure stimulation parameters, including magnitude,
total period, inter-stimulus interval, and stimulation
sequences across output channels. Communication be-
tween the hardware and software modules is facilitated
through a wireless (Wi-Fi) connection.

2.2. Hardware

The hardware architecture consists of three main
blocks: sourcing, control, and current stimulus genera-
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tion, as depicted in Figure 2.

Figure 1. General architecture of the MSES

Figure 2. Hardware architecture of MSES

The Sourcing Block is powered by a 5 VDC battery,
generating two isolated voltage levels. A low voltage
level of +/- 5 VDC is provided by an isolated DC-DC
converter (model THM 10-0521WI) to power the dig-
ital circuits within the control block and the analog
signal conditioning circuit in the initial stage of the
current stimulus generator. Additionally, ahigh voltage
level of +/- 60 VDC is generated using an isolated

DC-DC converter (model R05-100B) to supply the
current stimulus generator.

The Control Block is managed by an ESP32 mi-
crocontroller (Ten silica Xtensa, 32-bit, LX6 proces-
sor), featuring integrated wireless communication ca-
pabilities. The firmware algorithm processes incom-
ing commands—such as start, stop, update stimulus,
and channel sequence—as well as stimulus parame-
ters, including anodic and cathodic current periods,
magnitude, and inter-channel intervals, from the re-
mote application. The control block sets the low-level
stimulus amplitude using an 8-bit digital-to-analog
converter (DAC) connected to a unity-gain amplifier
circuit, providing a DAC output range of 0 to 3.3 VDC.
Additionally, it performs two critical functions within
the current stimulus generator block: reversing the
amplified magnitude of the electrical pulse to produce
a biphasic stimulus and demultiplexing the stimulus
to a designated output channel.

The Electrical Current Stimulus Generator com-
prises four main stages. The first stage converts the
low-level voltage from the DAC signal into a high-
voltage-driven current signal (+/-60 VDC), adhering
to the recommendations outlined in [15]. Specifically,
the DAC signal is fed into a voltage-to-current con-
verter circuit, commonly referred to as a transconduc-
tance amplifier. The resulting current signal drives two
current amplification circuits (Wilson Current Mirror
- WCM), each powered by the levels HV+ and HV-,
creating a constant current flow through OUT+ and
OUT- when a load is connected, as depicted in Fi-
gure 3. In the WCM circuit, using resistor values (R+
and R-) lower than 1 kΩ results in signal degrada-
tion at the output, particularly for of ≈ 1kΩ. This
study adopted resistor values of 2.4 kΩ for R+ and
R-, which demonstrated the lowest noise levels at the
output and minimized voltage drop across VCE in
transistors Q1 and Q2. The specific values of R+ and
R- also influence the maximum voltage at OUT+ and
OUT-, consequently limiting the maximum current
output [15].

Figure 3. Electrical Schematic of the Voltage-to-Current Converter (V-to-C) Circuit and the Wilson Current Mirror
(WCM) Circuits. The V-to-C circuit uses Op Amps TLC2252 (OA1 and OA2) and a variable resistor (RAdj) to adjust
the working current range. The WCM employs NPN transistors (2N6517, Q2) with resistor R- to amplify the signal to
HV-, and PNP transistors (2N6520, Q1) with resistor R+ to achieve HV+
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In the second stage, the output terminal of the
WCM is connected to a phase inverter circuit featuring
a programmable four-switch H-bridge topology con-
trolled by the control block. This circuit reverses the
direction of current flow through the load to generate
a biphasic waveform or disables stimulus transmission
entirely. The hardware can be configured to produce a
square waveform with specified durations for the an-
odic cycle (anodic current, S1 switches ON), cathodic
cycle (cathodic current, S2 switches ON), and the in-
terval between these cycles. Finally, the biphasic signal
passes through a selector circuit (demultiplexer) that,
based on the configuration of the control block, directs
the stimulus to one of the four available outputs.

2.3. Software

This project utilized the Modular platform to develop
a smartphone-based user interface application, as de-
picted in Figure 4 [25]. The application enables users
to adjust stimulus parameters (Figure 4a), including
stimulus magnitude (I+, I-), total period (T), anodic
current period (Tp, positive), cathodic current period
(Tn, negative), and two unstimulated periods: Tc1 (be-
tween Tp and Tn) and Tc2 (following Tn).

(a)

(b)

Figure 4. User Interface Application. (a) Waveform panel
displaying stimulus parameters. (b) Controls for inputting
stimulus parameters and managing the stimulation proto-
col

When stimulation is applied to a specific channel,
the stimulus is delivered repeatedly to that output over
a user-configurable period, Tr, ensuring consistent me-
chanical contractions that may not be achievable with
a single square stimulus pulse. The user interface sup-
ports real-time updates of stimulation parameters in
the hardware and manages the application of stimuli
(Figure 4b).

During multichannel stimulation, the configured
stimulus is sequentially directed to the enabled chan-
nels in ascending order(i.e., from channel 1 to channel
4).

2.4. Performance Tests

The evaluation of the system’s performance involves
determining the operational limits of the stimulus pa-
rameters and the multichannel stimulation paradigm.
The first test assessed the stimulus magnitude by acti-
vating a single output (channel 1) and varying both
the stimulus magnitude and the resistive load values
(1 kΩ, 5 kΩ, and 10 kΩ). During this test, the DAC
output was set to nine fixed values within its dynamic
range, enabling the derivation of an equation relating
the digital values configured in the DAC to the output
current levels. The second test measured the stability
of the electrical current and the rising and falling times
of the square wave stimulus under varying load condi-
tions. The test used a fixed current level of 5 mA, with
period values for Tp, Tn, Tc1, Tc2, and total period
(T) set to 25 ms, 25 ms, 10 ms, 40 ms, and 100 ms,
respectively (F = 10 Hz). Resistive load values of 1,
3.3, 5.6, 10, 12, and 20 kΩ were applied. The final test
evaluated the system’s capability to sequentially redi-
rect the configured stimulus across multiple channels,
following the multichannel stimulation paradigm. This
test simultaneously measured two channels (channels
1 and 2), using stimulus magnitudes of 2.5 mA and 5
mA, periods Tp and Tn of 25 ms and 40 ms, respec-
tively, and a Tr period equal to the total period T (one
stimulus per channel).

2.5. Preliminary application test

This preliminary application test served as an initial
evaluation of the proposed technology, without exten-
sive testing on healthy individuals or patients with
neurodegenerative diseases. The primary objective was
to assess the system’s ability to generate controlled
electrical current stimuli across multiple channels, in-
ducing intentional finger contractions in a predeter-
mined sequence. The experiment was conducted in the
Laboratory of the Biomedical Engineering Research
Group (GIIB-UPS) with two participants, both au-
thors of this study. Both participants reported being
in good health, with no history of muscular or neu-
rological disorders, cardiac conditions, or pacemaker
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use. This test adhered to the ethical principles out-
lined in the Declaration of Helsinki [26], and informed
consent was obtained from both participants. Three
stimulation regions (R1, R2, R3) on the forearm and
a ground region (RG) on the olecranon were identified
for electrode placement (Figure 5a). This configuration
followed a previously established protocol [27] to elicit
contractions in the index, middle, and ring + little
fingers, corresponding to stimulation in R1, R2, and
R3, respectively.

Before initiating multichannel stimulation, the stim-
ulus magnitude was determined to elicit visible but
painless muscular contractions. To achieve this, single-
channel stimulation was applied, gradually increasing
the current level from 0 mA until a visible contraction
was observed, ensuring the absence of pain for the par-
ticipant. The parameters selected for the multichannel
test were as follows: total period (T) of 20 ms, anodic
(Tp) and cathodic (Tn) phases of 200 µs, an inter-
phase interval (Tc1) of 100 µs, a repetition interval
(Tr) of 5 s, and a stimulus magnitude of approximately
5 mA. These stimulation levels align with those used
in previous studies [28].

(a)

(b)

Figure 5. (a) Electrode placement regions for forearm
stimulation(R1, R2, R3) and reference in RG., (b) Sensing
glove with MPU6050 sensors attached to index, middle,
ring, and little fingers

For multichannel stimulation, three channels (C1,
C2, C3) and two stimulation modes were utilized. In
the first mode, channels C1, C2, and C3 were con-
nected to regions R1, R2, and R3, respectively. In the

second mode, the connections were reconfigured to R2,
R3, and R1, respectively. In both modes, the stimu-
lator was programmed with a sequential stimulation
pattern of C1 → C2 → C3.

A sensing glove was developed to objectively mea-
sure finger movement in response to each stimu-
lus. This glove incorporates four acceleration sensors
(MPU6050), each attached to the index, middle, ring,
and little fingers (Figure 5b). The sensors communi-
cate with an AT mega 328 microcontroller (Arduino
Nano) via the I2C protocol, and the recorded data are
stored in a digital .txt file using serial communication.
The sensor data facilitate the calculation of the rota-
tion angle (pitch) for each finger as it flexes. Before
stimulation, the participant was instructed to maintain
their hand in a natural, relaxed position (rest), during
which the initial mean rotation angles were recorded.
Consequently, the sensor data are expressed as values
relative to the sensors initial positions.

3. Results and discussion

3.1. Performance Indicators

The DAC’s output varied linearly within a range of
-0.08 to 2.93 V for input values between 0 and 255 digi-
tal units. To achieve a 10 mA output in the electric cur-
rent generator block from the maximum DAC output
voltage, RAdj in the V-to-C circuit (Figure 3) was set
according to the equation: RAdj = V DACmax/Imax,
that is 2.93V/10mA = 293Ω. RAdj adjusts the current
level at the output of the V-to-C circuit, which is sub-
sequently amplified through the WCM circuit (Figure
3). Figure 6a illustrates a directly proportional relation
between the voltage across the load and the DAC lev-
els. The output voltage increases with the load value
to maintain a fixed current level at the output. How-
ever, as the load magnitude increases, both the output
voltage and the current level reach saturation. This be-
havior is attributed to the maximum voltage available
at the OUT+/– terminals during the performance test,
which reached a maximum value of 77.6 VDC. It is
important to note that during experimental tests, the
DC-DC converters were set to provide+/-64 V for +/-
HV. Figure 6b demonstrates an approximately linear
relationship between the output current and the DAC
control variable for three resistive loads (1, 5, and 10
kΩ). A maximum current of 7.63 mA was achieved for
the 10 kΩ load, consistent with the saturation expla-
nation provided earlier. For the 5 kΩ load, the linear
trend was calculated using least-squares regression to
determine the output/input relationship. This analy-
sis yielded the equation: Iout(mA) = (0.038× digital
value) −0.0819, is integrated into the firmware algo-
rithm to convert the stimulus magnitude, expressed
in units of electric current, into digital DAC values:
digital value = (1000 × Iout + 81.9)/38.8.
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(a) (b)

Figure 6. Voltage and current measurements for a single stimulus applied to resistive loads of 1, 5, 10 kΩ, within the
range of the DAC control variable. (a) Load output voltage vs DAC Levels, (b) Load output current vs DAC Levels

Figure 7a illustrates the waveform of the output
current signal for load resistances ranging from 1 kΩ to
kΩ. Overall, the measured magnitude of the biphasic
stimulus remains stable, with a mean value of 4.38
mA and a standard deviation of +/- 618 µ A (12.37
% relative to the stimulus magnitude). The maximum
variation (14.5 %) was observed at a load of 20 kΩ.
Figure 7b depicts the signal transition time measure-
ments for changes between stimulus magnitudes of 10

% to 90 % and vice versa. The average rise time was
10.1 µs, with minimum and maximum times of 1.6 µ
s and 11.7 µ s, respectively. Some non-linearities in
signal magnitude, such as a peak at the start of the
transition, were noted as the load resistance decreased.
Conversely, the average fall time was 10.9 µ s, with
minimum and maximum times of 0.4 µ s and 11.3
µ s, respectively. In general, both rise and fall times
increased slightly as the load resistance increased.

(a) (b)

Figure 7. Stimulus waveform parameters for different load resistances: (a) Stability of the biphasic stimulus waveform
current, (b) Rise and fall times for a stimulus magnitude of 5 mA

Names should be abbreviated using initials only.
The amplitudes and periods generated by the MSES
closely matched those configured in the user interface,
as shown in Figure 8. This figure illustrates a sequence
of stimuli generated on channels one and two, with
variations in some stimulus parameters. In Figure 8a,
the values for Tp, Tn, and magnitude were 40 ms, 40

ms, and 2.72 mA, respectively, while in Figure 8b,
these values were 25 ms, 25 ms, and 5.26 mA. The
total period (T), which was set equal to Tr for this test,
was 100 ms. Additionally, Figure 8 demonstrates the
absence of interchannel interference during sequential
stimulation on channels one and two.
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(a) (b)

Figure 8. Output of two synchronously applied channels. (a) signal with Tp and Tn of 40 ms and (b) signal Tp and Tn
of 25 ms.

3.2. Application test

Finger contraction and relaxation events, along with
their relationship to the two proposed stimulation se-
quences, were analyzed using the signals recorded by
the sensorized glove for participants #1 and #2 (Fi-

gure 9). Overall, the sensor data demonstrated that
specific finger movement patterns are primarily influ-
enced by the stimulated region, with less influence
from the stimulation sequence (R1 → R2 → R3 or
R2 → R3 → R1).

(a) (b)

(c) (d)

Figure 9. Rotation angles obtained from acceleration sensors attached to the sensitized glove. The movement patterns
correspond to sequences R1 → R2 → R3 for (a) and (c), and R2 → R3 → R1 for (b) and (d), and participant #1 with
(a) and (b) and #2 with (c) and (d)
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For example, in participant #1, stimulation of R2
predominantly caused contraction of the middle fin-
ger and relaxation tendencies in the ring and pinky
fingers. This pattern was observed in both repetitions
of the sequence R1 → R2 → R3 (Figure 9a) and once
in the sequence R2 → R3 → R1 (Figure 9b). Stim-
ulation sequences beginning at R2 (from the resting
state) did not generate signals associated with ring
and pinky finger relaxation. Additionally, stimulation
of R3 induced contraction of the ring, middle, and
pinky fingers for both sequences in participant #1.
Conversely, stimulation of R1 generally exhibited a
relaxation effect, particularly when any fingers were
previously contracted. This effect was evident in the
sequence R2 → R3 → R1 (Figure 9b) and during the
second R1 stimulation in the sequence R1 → R2 → R3
(Figure 9b). When stimulation began at R1 (after the
resting state, Figure 9a), a contraction movement was
observed in the ring finger. The contraction patterns
observed in participant #2 were similar to those noted
in participant #1.

In summary, the stimulation sequence R1 → R2 →
R3 (Figure 9c) elicited the following pattern of move-
ments: no finger contraction (R1) → predominant con-
traction of the middle finger (R2) → predominant
contraction of the ring finger, with less pronounced
contractions of the middle and pinky fingers (R3).
Conversely, the sequence R2 → R3 → R1 (Figure
9d) produced the following movement pattern: pre-
dominant contraction of the middle finger (R2) →
predominant contraction of the ring finger, along with
less pronounced contractions of the middle and pinky
fingers (R3) → no contraction or relaxation of previ-
ously contracted fingers (R1). Predominant contraction
events for both participants and stimulation sequences
are summarized in Table 1.

Table 1. Summary of finger contractions or relaxing
events for two stimulation sequences in both participants
(P #1, P #2).

Seq R1 → R2 → R3 R2 → R3 → R1

P#1
ring middle ring middle ring relaxing
- - - - - - mean/ little - - - mean/ little - - -

P#2
relaxing middle ring middle ring relaxing

- - - - - - mean/ little - - - mean/ little - - -

4. Conclusions

This study presents a prototype for a Functional Elec-
trical Stimulation (FES) multichannel system capable
of delivering programmable sequences of multiplexed
rectangular biphasic signals across four isolated chan-
nels, with operational control via a smartphone.

The proposed prototype offers several technolog-
ical and documentation advancements compared to
prior research on similar electrical stimulation tech-
nologies. First, the current design employs the widely

accessible, cost-effective, and well-supported ESP32
wireless microcontroller. This modern controller simpli-
fies the stimulator’s electronic control block, addressing
limitations in earlier designs that relied on outdated
controllers, as noted in [15], [20]. This modification
provides a replicable alternative for the control block
of stimulation technologies, potentially facilitating fur-
ther research in artificial motor control. Second, this
study provides detailed performance data for the cir-
cuitry within the stimulus generation block, a feature
not addressed in prior designs of multichannel elec-
trical stimulators [15], [20].Specifically, the current
output exhibited a strong dependence on the adjust-
ment of resistors RAdj and Rvg (Figure 3). While the
circuit effectively generates constant current stimuli,
the maximum current level and the dynamic range of
the amplifier stage are constrained by increases in the
load magnitude connected to the output. Third, this
prototype introduces a scalable multiplexing scheme
utilizing a combination of optocoupler and trial per
channel. This topology enables straightforward repli-
cation to expand the number of channels as needed.

Additionally, the preliminary tests demonstrated
the system’s capability to generate programmable se-
quences of controlled muscle contractions.

The results suggest that the prototype is well-suited
for integration into extended experimental protocols
for multichannel sequential muscle stimulation. Future
work will focus on developing a miniaturized, embed-
ded version of the prototype in the form of a handheld
device equipped with an accelerometer. This enhanced
iteration will facilitate broader experimental applica-
tions of multichannel sequential muscle stimulation,
including studies on its impact on conditions such as
Parkinson’s disease and stroke.
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Abstract Resumen
The aspect ratio of tires significantly influences the
tread contact patch, which is closely related to the ve-
hicle’s driving performance and handling. This study
investigates the effect of radial tires with varying as-
pect ratios on contact patches under different loads
and inflation pressures. The size and shape of the
contact patches, along with the pressure distribution
in tires with different aspect ratios, were analyzed.
Five finite element tire models with aspect ratios
of 55%, 60%, 65%, 70%, and 75% were developed.
The simulation models of 205/55R16 were validated
against experimental results. The findings reveal that
as the aspect ratio increases, the contact length along
the tire’s axial direction decreases, while the contact
width along the rolling direction increases. Minimal
differences in contact area were observed among tires
with different aspect ratios under the same static
load. For a given load, as the length-to-width ratio
increases, the tread width of the contact patch de-
creases, while its length increases. Additionally, with
an increasing length-to-width ratio, the contact patch
shape transitions from a saddle to a barrel-like form.
The maximum normal contact stress occurs at the
shoulder of the tire for aspect ratios of 55%, 60%, and
65%, but shifts to the center of the tread for aspect
ratios of 70% and 75%. The primary influence of the
aspect ratio is on the contact size.

La relación de aspecto de los neumáticos influye sig-
nificativamente en el área de contacto de la banda
de rodadura, afectando el rendimiento de conducción
y manejo del vehículo. Este estudio analiza el efecto
de neumáticos radiales con diferentes relaciones de
longitud y diámetro en las manchas de contacto bajo
diversas cargas o presiones de inflado. Se evaluaron el
tamaño, forma y distribución de presión en neumáti-
cos con relaciones de aspecto de 55 %, 60 %, 65 %,
70 % y 75 %, mediante cinco modelos de elementos
finitos. El modelo 205/55R16 fue validado experimen-
talmente. Los resultados indican que, al aumentar
la relación de aspecto, la longitud de contacto a lo
largo del eje del neumático disminuye, mientras que la
anchura en la dirección de rodadura aumenta. Bajo la
misma carga estática, el área de contacto varía poco
entre relaciones de aspecto diferentes. Sin embargo,
con mayor relación longitud-anchura, el ancho de la
banda de rodadura disminuye y la longitud aumenta.
Asimismo, la forma de la mancha de contacto cambia
de silla de montar a tambor de cintura. Los máximos
valores de tensión de contacto normal se localizan en
los hombros para relaciones de aspecto de 55 %, 60
% y 65 %, y en el centro de la banda para relaciones
de 70 % y 75 %. La principal influencia de la relación
de aspecto radica en el tamaño del contacto.

Keywords: bumper, cabuya fiber, fiberglass, opti-
mization, resin, simulation, VARTM

Palabras clave: Relación vertical y horizontal,
parches de contacto, tensión de contacto, neumáticos
radiales
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1. Introduction

Tires are the only components of a vehicle that di-
rectly contact the road. They convert torque into force
at the contact patch, enabling vehicle motion and
significantly influencing driving and handling perfor-
mance [1, 2]. The tire’s contact patch, which is closely
associated with rolling resistance [3,4], directly impacts
energy losses, fuel consumption, greenhouse gas emis-
sions, and tread durability. Consequently, the ground-
ing performance of tires has been extensively studied,
with particular focus on the size and shape of the
tire-road contact patch [5–9]. The finite element (FE)
method and advanced experimental techniques have
been widely employed to analyze tire grounding per-
formance [10–13]. Guo et al. improved the UniTire
side force model [14], demonstrating that the contact
patch plays a critical role in cornering stiffness and
lateral relaxation length. Patrick et al. [15] developed
a 3D brush model to characterize contact patch size
and pressure distribution. Alobaid et al. [16] enhanced
an in-plane rigid-elastic-coupled tire model by incorpo-
rating the wheel’s vertical movement as a rigid body.
This model connects road irregularities as input to
the contact patch and outputs the wheel’s vertical mo-
tion. Additionally, Fathi et al. [17] established a tire
finite element model using the Arbitrary Lagrangian-
Eulerian formulation for steady-state analysis. How-
ever, these models often require substantial computa-
tional resources and numerous parameter assumptions,
presenting challenges for practical applications.

To validate the simulation results, pressure mea-
surement film systems [18–22] have been developed
to capture ground pressure distribution at the tire-
road interface and analyze the relationships between
imprint geometry characteristics and tread wear. Addi-
tionally, computer vision techniques and laser tire sen-
sors have been employed to more accurately measure
contact patches and tire deflection [23,24]. Tomaraee
et al. [25] utilized a well-equipped single-wheel tester
to examine the relationship between imprint size, load,
and inflation pressure. Swami et al. [26] developed a
Stereo-Digital Image Correlation (DIC) application
to generate three-dimensional (3D) visualizations of
contact patches and extract dimensional information.
Xie et al. [27] established a 3D finite element (FE)
tire-pavement model to study the influence of bias-ply
and radial tires on contact stress distribution. Their
results demonstrated that the maximum contact stress
between a radial tire and the road surface exceeds that
of a bias-ply tire. Wang et al. [28] analyzed the effect
of friction coefficient on horizontal contact stress using
an improved simulation model that incorporates a neo-
Hookean rubber material and a multilayer pavement
structure. Oubahdou et al. [29] examined tire-pavement
contact by employing a realistic description of normal
sections and bends, providing detailed analyses of con-

tact patch shape, stress distribution, and surface shear
stresses at the tire-pavement interface. Jaime et al. [30]
investigated the influence of pavement stiffness on 3D
contact stress using a validated FE model. Their find-
ings indicated that while pavement stiffness minimally
affects normal contact stress, it significantly impacts
longitudinal contact stress. Using a nonlinear FE tire
model, Liu et al. [31] developed a tool for fast and accu-
rate prediction of non-uniform tire-pavement contact
stresses, integrating deep learning techniques. Rela-
tionships between wheel loading and contact patch
behavior have been widely explored [32–34]. Zhang et
al. [35] constructed a contact model for patterned tire-
asphalt pavement, analyzing contact behavior under
static load and ABS conditions. Their results revealed
that the contact area during braking is 7.7% smaller
than that under static loading. Comparisons of contact
pressure distributions under static and rolling condi-
tions using FE tire models have shown that braking,
acceleration, and cornering significantly impact con-
tact stress distributions, with contact patch length
increasing as tire speed decreases [36,37]. Gu et al. [38]
concluded that the longitudinal contact patch length
decreases with higher inflation pressure. The contact
patch width must be considered for lateral stress anal-
ysis [39].

The contact patch plays a crucial role in tire perfor-
mance, influencing tread wear, steering responsiveness,
wet and dry handling, traction, tire noise, and ride
quality. Therefore, investigating the tire contact patch
is essential for optimizing tire performance. Among the
factors affecting the contact patch, the tire aspect ratio
is a significant contributor. However, limited studies
have explored the relationship between the tire aspect
ratio and the contact patch. This study aims to exam-
ine the effects of tire aspect ratio on the contact patch
under various vertical load and inflation pressure con-
ditions. Finite element (FE) models of the 205/55R16
tire were developed using ABAQUS 6.14 and validated
by comparing simulation results of load and deflection
with experimental data. Additional FE tire models
with aspect ratios of 55%, 60%, 65%, 70%, and 75%
were also established. The study analyzed the imprint
shapes and contact stress distributions across different
vertical loads and inflation pressures.

The article is structured as follows: it begins with a
description of the tire materials and modeling process,
followed by the validation of the FE models. The dis-
cussion section then explores the relationship between
tire aspect ratio and the contact patch under static
conditions.

2. Materials and methods

The finite element (FE) model and cross-section of
the 205/55R16 tire are illustrated in Figure 1. The
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width of the tire’s cross-section is 205 mm, with an as-
pect ratio (height-to-width) of 55%. The rim diameter
measures 406.4 mm, and the wheel radius is 315.95
mm. Additional FE models with aspect ratios of 60%,
65%, 70%, and 75% were developed by adjusting the
cross-section width while maintaining the tire height
constant.

Figure 1. Simulation model of tire 205/55R16

The pavement and rim were simplified as rigid sur-
faces since their stiffness is significantly higher than
that of the tire. To ensure higher mesh quality, only the
longitudinal tread pattern was considered in the tire
model, while the transverse tread pattern was omitted.
The two-dimensional cross-sections of the tire were
created using AutoCAD software and subsequently
imported into ABAQUS to develop the 3D models.
Two belts were incorporated into the simulation: Belt
1, located closer to the tread, had a width of 94 mm,
while Belt 2 had a width of 114 mm. A concentrated
force along the Z-axis was applied at the center point of
the rim. The discretization method for tire-pavement
interaction was utilized to predict surface-to-surface
contact. A penalty function was employed to simulate
tangential contact behavior, with a friction coefficient
set at 0.8. Additionally, the grounding mesh was refined
to enhance the accuracy of the modeling predictions.

The hyperelastic mechanical properties of rubber
materials are described using the Mooney-Rivlin con-
stitutive model [40]. The corresponding material prop-
erties are provided in Table 1. In this study, rubber
deformation is modeled as uniform deformation of
isotropic hyperelastic bodies. Consequently, the strain
energy density is expressed using strain invariants as
follows:

Table 1. Mooney-Rivlin material properties

Components C10 C01 Density (kg/m3)
Tread 0.5792 0.1448 1112

Sidewall 0.5240 0.1310 1110.1
Belt 10,848 0.2712 1144

Body ply 0.6159 0.1540 1058
Bead 11500 2870 10007

Where I3 = 1 Given that the material is fully
incompressible, equation (1) simplifies to:

W (E) = W (I1, I2, I3) (1)

Where, Cij represent the material coefficients. For
practical engineering applications, equation (2) is fur-
ther reduced to:

WR =
∞∑

i,j=0
Cij(I1 − 3)i(I2 − 3)j (2)

WMR = C10(I1 − 3) + C01(I2 − 3) (3)

The rubber-cord composite was simulated using
rebar elements to account for both rubber and cord
materials simultaneously, with each material meshed
separately. The properties of the rebar material are
listed in Table 2. Inflation pressure was applied to
the inner surface of the tire to simulate various in-
flation conditions. According to the GB/T 2977-2016
standard, the parameters of the tire are defined as:

Where, B is the designed tire section width, B* is
the inflated tire section width, H is the section height,
D is the rim diameter, D* is the inflated tire diameter.

{
B × 1.05 ≥ B∗ ≥ B × 0.95

2 × H × 1.03 + D ≥ D∗ ≥ 2 × H × 0.97 + D
(4)

Table 2. Rebar material properties

Rebar
Elastic Poisson Density Orientation

modulus
ratio (kg/m3) (deg)(MPa)

Belt 1 110530 0.4 7804 66.25
Belt 2 110530 0.4 7804 -66.25

Body cord 2710 0.4 1251 0

2.1. Model validation

To validate the model, the relationship between tire
deflection and static load was compared with experi-
mental data from reference [41]. The experiments were
conducted using a 5-in-1 Tire Stiffness Testing Ma-
chine (ke · TEK, Taiwan Hung Ta Instrument Co.,
Ltd) with a maximum displacement of 1500 mm and
an accuracy of ± 0.1 mm. The tested tire was a 205/55
R16, with a tire pressure of 0.24 MPa. Radial loads of
3000 N, 3500 N, 4000 N, and 5000 N were applied. The
same parameters were used in the finite element (FE)
simulations. The largest error between the simulation
and experimental results was 6.8%, indicating that the
simplified FE tire model is reasonable and suitable for
investigating the relationship between aspect ratio and
tire-ground contact patch. Simulation and experimen-
tal results for deflection under different static loads
are presented in Table 3.
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Table 3. Simulation and experimental results with relative
error

Load Deflection Relative
(N) Simulation Experiment error

(mm) (mm) (%)
3000N 15.1 15 0.7
3500N 16.9 17.5 3.4
4000N 18.6 19.8 6.1
5000N 21.9 23.5 6.8

3. Results and Discussion

3.1. The size and shape of the contact patch
under varying vertical loads

Figure 2 illustrates the contact patches of tires with
varying aspect ratios under vertical loads of 3000 N,
4000 N, and 5000 N.

Figure 2. The shape of the contact patches of tires with different aspect ratios under varying vertical loads

The inflation pressure was set to 0.24 MPa. Fig-
ure 2 shows that the contact patch exhibited a saddle
shape for aspect ratios of 55% and 60%, transitioned
to a rectangular shape for an aspect ratio of 65%,
and evolved into a waist-drum shape for aspect ratios
of 70% and 75%. To better characterize the contact

patch, the tread contact length and width were mea-
sured. The tread contact length refers to the maximum
length of the contact patch along the tire’s rolling di-
rection, while the tread contact width represents the
maximum width of the contact patch along the tire’s
axial direction.
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The contact areas for different aspect ratios, ob-
tained from ABAQUS simulations, are presented in
Table 4. The results indicate that as the aspect ratio
increases, the tread contact width decreases, while the
tread contact length increases under the same static
load. Additionally, for a given aspect ratio, both the
tread contact width and length, as well as the overall
contact patch area, increase with higher vertical loads.

Table 4. The size of the contact patch of tires with differ-
ent aspect ratios under different vertical loads

Load (N)
Aspect Width Length Area of contact
ratio (%) (mm) (mm) Patch (cm2)

3000

55 153.5 92.2 111.5
60 153.0 95.4 114.2
65 150.4 101.7 112.1
70 137.3 113.9 118.5
75 128.4 123.1 107.1

4000

55 166.6 116.9 150.7
60 161.7 120.7 147.6
65 161.2 126.8 153.3
70 150.0 135.7 152.8
75 145.9 149.0 151.5

5000

55 171.2 122.8 166.7
60 166.1 127.0 171.9
65 161.3 137.2 174.8
70 160.6 157.8 186.6
75 155.5 153.9 187.5

Figure 3 illustrates the relationships between the
aspect ratio and the contact patch area under varying
vertical loads. The results indicate that the contact
patch area increases as the vertical load increases. Un-
der loads of 3000 N and 4000 N, the contact patch area
fluctuates with increasing aspect ratio, whereas under
a load of 5000 N, it consistently increases with higher
aspect ratios. The relationship between the tire aspect
ratio and the contact patch area is non-linear. A larger
contact patch area generally results in reduced vibra-
tion and noise, as well as improved grip performance.
However, an increased contact patch area also leads
to higher average tread wear and greater energy loss.
Across all three vertical loads, the tire with an aspect
ratio of 55% exhibited a relatively smaller contact area.

Figure 3. Relation curves between the aspect ratio and
the contact patch area under different loads

3.2. Contact stress distribution under different
vertical loads

Figure 4 presents the contact stress distribution of
tires along the node path for different aspect ratios
under varying vertical loads.

(a) Load=3000N

(b) Load=4000N

(c) Load=5000N

Figure 4. Contact stress distribution of tires with different
aspect ratios under different loads

The contact stress curves along the tread width ex-
hibit a multi-peak pattern, with peak values primarily
concentrated at the shoulder and longitudinal groove.
This pattern arises from stress concentrations caused
by abrupt changes in tread geometry at the shoulder
and longitudinal groove. It was due to stress concentra-
tion caused by dramatic changes in tread shape at the
shoulder and groove. For the vertical load of 3000N as
shown in Figure 4a, the peak value of contact stress
was mainly distributed in the tread groove, and the
peak values of tire with aspect ratio of 60% and 65%
were larger than that of other aspect ratio tires. For
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the vertical load of 4000N as shown in Figure 4b, the
contact stress increased obviously at the shoulder. The
maximum contact stress was at the shoulder of the
tire with aspect ratio of 60%.

For a vertical load of 5000N, as shown in Figure
4c, the contact stress on both sides of the tread de-
creased with an increase in the aspect ratio, while the
contact stress at the center of the tread increased. The
maximum contact stress was observed at the shoulder
of the tire for aspect ratios of 55%, 60%, and 65%. In
contrast, for aspect ratios of 70% and 75%, the max-
imum stress shifted to the central part of the tread.
Regions with higher contact stress typically experience
more severe wear [42]. Additionally, as the center of
the tread is thinner, aspect ratios of 70% and 75% may
reduce the tire’s service life.

3.3. Size and shape of the contact patch under
different inflation pressures

The sizes of the contact patches for tires under varying
inflation pressures are presented in Table 5. The width
of the contact patch decreased progressively as the
aspect ratio increased, while the length of the con-
tact patch increased under the same inflation pressure.
Both the width and length of the contact patch, as well
as its overall area, decreased with increasing inflation
pressure for a given aspect ratio. Figure 5 illustrates
the contact patches of tires with different aspect ra-
tios under inflation pressures of 0.20, 0.24, and 0.28
MPa. The vertical load was set at 3000 N. The results
show that the shape of the contact patch transitioned
from a saddle shape to a waist drum shape as the as-
pect ratio increased under the same inflation pressure.
Additionally, as the inflation pressure increased, the
distribution of contact stress became more uneven.

Figure 5. Contact patch shapes of tires with varying aspect ratios under different inflation pressures



Qiao et al. / Contact patches of radial tires with different length-to-width ratiosunder static loads 55

Table 5. Size of the contact patch for tires with different
aspect ratios under various inflation pressures

Inflation Aspect
Width Length

Area of
pressure ratio contact patch
(MPa) (%) (mm) (mm) (cm2)

0.20

55 160.8 93.9 124.0
60 157.1 97.2 122.8
65 155.7 110.9 124.6
70 144.9 127.8 135.8
75 139.4 131.2 135.7

0.24

55 153.5 92.4 111.5
60 153.0 95.4 114.2
65 150.4 101.7 112.1
70 137.3 113.9 118.5
75 128.4 123.1 107.1

0.28

55 150.1 92.2 106.7
60 144.1 95.6 105.0
65 130.9 109.2 100.6
70 125.8 114.2 99.4
75 123.0 120 100.2

Figure 6 illustrates the relationship between the
aspect ratio and the contact patch area under various
inflation pressures. The data reveal that the contact
patch area decreases as inflation pressure increases. At
an inflation pressure of 0.2 MPa, the contact patch
area increases as the aspect ratio rises from 60% to
70%. For an inflation pressure of 0.24 MPa, the con-
tact patch area fluctuates with increasing aspect ratio.
Conversely, at an inflation pressure of 0.28 MPa, the
contact patch area decreases as the aspect ratio in-
creases. Across all three inflation pressure conditions,
tires with an aspect ratio of 55% consistently exhibited
relatively smaller contact patch areas.

Figure 6. Relation curves between aspect ratio and con-
tact patch area under different inflation pressures

3.4. Contact stress distribution under different
inflation pressures

Contact pressure is a critical factor in vehicle perfor-
mance, directly influencing grip and traction. These
parameters are closely associated with a vehicle’s ac-
celeration, braking, and cornering capabilities. While
higher contact pressure generally enhances grip, exces-
sive pressure can accelerate tire wear prematurely.

Figure 7 illustrates the contact stress distribution
of tires along the node path for different aspect ratios
under varying inflation pressures. The contact stress
curves along the tread width exhibited a multi-peak
pattern. As inflation pressure increased, contact stress
at the shoulders decreased, while stress at the lon-
gitudinal grooves increased. When inflation pressure
was set to 0.20 MPa (Figure 7a), the peak contact
stress remained below 0.6 MPa. In contrast, at infla-
tion pressures of 0.24 MPa and 0.28 MPa (Figures 7b
and 7c), the peak contact stress exceeded 0.6 MPa.
Across all inflation pressures, the peak contact stress
at the grooves on both sides of the tread for tires with
aspect ratios of 60% and 65% was higher than those
of other aspect ratios. Conversely, the contact stress
at the middle groove of the tread for aspect ratios of
60% and 65% was lower than those observed in other
aspect ratios under identical inflation conditions.

(a) Inflation pressure=0.20MPa

(b) Inflation pressure=0.24MPa

(c) Inflation pressure=0.28MPa

Figure 7. Contact stress distribution of tires with different
aspect ratios under varying inflation pressures
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Uneven contact pressure distribution leads to irreg-
ular tire wear. As shown in Figure 7a, tires with aspect
ratios of 70% and 75% exhibit lower and more uniform
contact stress compared to those with aspect ratios of
55%, 60%, and 65%. This suggests a higher likelihood
of uneven wear for tires with lower aspect ratios. When
inflation pressure increased from 0.2 MPa to 0.24 MPa
(Figure 7b), this disparity became more pronounced.
Additionally, the contact stress at the shoulder of tires
with lower aspect ratios is higher than that of tires
with higher aspect ratios, indicating better stability
and handling during cornering. The contact stress at
the center of the tread is nearly identical across all
aspect ratios, with the primary differences occurring
at the shoulder and longitudinal grooves.

4. Conclusions

This study presents finite element (FE) models of
205/XX R16 tires developed using ABAQUS software
to investigate the size and shape of the contact patch,
as well as the axial distribution of contact pressure
within the contact patch for tires with different aspect
ratios under varying static wheel loads and inflation
pressures. The main conclusions are as follows:

1. The FE simulation results for tire deflection un-
der different static loads align closely with ex-
perimental data, with a maximum error of 6.8%,
confirming the accuracy and reliability of the
model.

2. The tread width of the contact patch decreased,
and the length increased as the aspect ratio in-
creased. The contact patch area fluctuated with
increasing aspect ratio under static loads of 3000
N and 4000 N, while it increased consistently
under a static load of 5000 N. The shape of the
contact patch evolved from a saddle shape to a
waist-drum shape as the aspect ratio increased.

3. Lower inflation pressures resulted in larger con-
tact patch areas and a more uniform distribution
of contact stress. As inflation pressure increased
under the same static wheel load, the contact
stress at the center of the tread increased.

4. The contact stress distribution along the axial di-
rection of the tire exhibited a multi-peak pattern,
with peaks primarily located at the shoulder and
longitudinal grooves. For tires with aspect ratios
of 55%, 60%, and 65%, the maximum contact
stress was observed at the shoulder. In contrast,
for tires with aspect ratios of 70% and 75%, the
maximum stress occurred at the center of the
tread.
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Abstract Resumen
This study evaluates the effectiveness of Recurrent
Neural Networks (RNNs) and Transformer-based
models in predicting the Air Quality Index (AQI). Ac-
curate AQI prediction is critical for mitigating the sig-
nificant health impacts of air pollution and plays a vi-
tal role in public health protection and environmental
management. The research compares traditional RNN
models, including Long Short-Term Memory (LSTM)
and Gated Recurrent Unit (GRU) networks, with ad-
vanced Transformer architectures. Data were collected
from a weather station in Cuenca, Ecuador, focusing
on key pollutants such as CO, NO2, O3, PM2.5, and
SO2. Model performance was assessed using Root
Mean Square Error (RMSE), Mean Absolute Error
(MAE), and the Coefficient of Determination (R2).
The findings reveal that the LSTM model achieved su-
perior performance, with an R2 of 0.701, an RMSE of
0.087, and an MAE of 0.056, demonstrating superior
capability in capturing temporal dependencies within
complex datasets. Conversely, while Transformer-
based models exhibited potential, they were less effec-
tive in handling intricate time-series data, resulting
in comparatively lower accuracy. These results posi-
tion the LSTM model as the most reliable approach
for AQI prediction, offering an optimal balance be-
tween predictive accuracy and computational effi-
ciency. This research contributes to improving AQI
forecasting and underscores the importance of timely
interventions to mitigate the harmful effects of air
pollution.

Este estudio evalúa la eficacia de las redes neu-
ronales recurrentes (RNN) y los modelos basados
en transformadores para predecir el índice de cali-
dad del aire (ICA). La investigación compara los
modelos RNN tradicionales, incluidos los de memoria
a corto y largo plazo (LSTM) y la unidad recur-
rente controlada (GRU), con arquitecturas avanzadas
de transformadores. El estudio utiliza datos de una
estación meteorológica en Cuenca, Ecuador, centrán-
dose en contaminantes como CO, NO2, O3, PM2.5 y
SO2. Para evaluar el rendimiento de los modelos, se
utilizaron métricas clave como el error cuadrático
medio (RMSE), el error absoluto medio (MAE) y el
coeficiente de determinación (R2). Los resultados del
estudio muestran que el modelo LSTM fue el más
preciso, alcanzando un R2 de 0,701, un RMSE de
0,087 y un MAE de 0,056. Esto lo convierte en la
mejor opción para capturar dependencias temporales
en los datos de series temporales complejas. En com-
paración, los modelos basados en transformadores de-
mostraron tener potencial, pero no lograron la misma
precisión que los modelos LSTM, especialmente en
datos temporales más complicados. El estudio con-
cluye que el LSTM es más eficaz en la predicción del
ICA, equilibrando tanto la precisión como la eficiencia
computacional, o que podría ayudar en intervenciones
para mitigar la contaminación del aire.

Keywords: Air Quality Index, RNN, LSTM, Trans-
formers, Pollution Forecasting

Palabras clave: Índice de calidad del aire, RNN,
LSTM, Transformadores, Pronóstico de contami-
nación.
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1. Introduction

Air pollution poses a significant challenge to sustain-
able development due to its profound impact on public
health, accounting for approximately 7 million deaths
globally in 2019, according to the World Health Or-
ganization (WHO) [1,2]. Despite the health benefits
of clean air, a substantial portion of the population
resides in urban areas or near industrial facilities with
high levels of vehicular emissions [3]. The combustion
of fossil fuels releases harmful pollutants, including
carbon monoxide (CO), ozone (O3), sulfur dioxide
(SO2), nitrogen dioxide (NO2), and particulate mat-
ter (PM2.5 and PM10), which adversely affect human
health and the environment [4]. The Air Quality Index
(AQI) is a crucial metric for assessing and managing air
quality, providing a comprehensive measure to evaluate
pollution levels and their implications [5, 6].

The Air Quality Index (AQI) has been extensively
studied for its environmental impacts [7–9], economic
implications [7], [10] and predictive applications using
data from monitoring stations [11–13]. Methods for
AQI prediction are broadly classified into numerical
and data-driven models [14]. Traditional statistical ap-
proaches, such as linear regression [15,16] are employed
alongside machine learning (ML) algorithms [17, 18]
and hybrid models that integrate elements of both
methodologies [14], [19]. Since the early 21st century,
ML techniques, including artificial neural networks
(ANN), support vector machines (SVM), extreme learn-
ing machines (ELM), and k-nearest neighbors (KNN),
have become dominant in AQI prediction [20,21].De-
spite their widespread use, these methods exhibit lim-
itations in processing temporal data, prompting the
adoption of recurrent neural networks (RNNs), such
as Long Short-Term Memory (LSTM) and Gated Re-
current Unit (GRU), for sequence prediction tasks.

Recent research has demonstrated the effectiveness
of convolutional neural networks (CNNs) in AQI pre-
diction. For instance, Yan et al. [22] developed models
utilizing CNN, LSTM, and CNN-LSTM architectures,
concluding that LSTM performs optimally for multi-
hour forecasting, while CNN-LSTM is better suited for
short-term predictions. Similarly, Hossain et al. [23]
integrated GRU and LSTM for AQI forecasting in
Bangladesh, achieving superior performance compared
to individual techniques. To address long-term depen-
dencies in sequential data, the Transformer model,
which employs an encoder-decoder architecture, has
emerged as a promising solution [24]. Guo et al. [25]
applied a Transformer-based network, BERT, for AQI
forecasting in Shanxi, China, achieving superior accu-
racy compared to LSTM. Ma et al. [26] developed the
Informer model for AQI prediction in Yanan, China,
demonstrating notable improvements in reliability and
precision. Additionally, Xie et al. [27] proposed a paral-
lel multi-input Transformer model for AQI forecasting

in Shanghai.
Comparing AI models for AQI prediction is criti-

cal due to variations in databases, evaluation metrics,
and algorithms, which significantly influence model
performance. Identifying the most effective model is
essential for enhancing prediction accuracy and sup-
porting informed decisions in air quality management,
a key factor in public health and urban planning.

2. Materials and methods

2.1. General Description

The methodology of this research consists of the fol-
lowing steps, as illustrated in Figure 1:

Figure 1. Research methodology flowchart

• Data acquisition and preprocessing.

• Splitting data into training (80%) and testing
(20%) subsets.

• Analyzing the time horizon with options set at4,
24, and 120 hours.

• Selecting models: CNN, LSTM, RNN, and Trans-
former architectures.

• Applying a random search for optimal hyperpa-
rameter selection.

• Evaluating models using the best metrics from
tests.

• Training the selected models with the best hy-
perparameters.

• Testing the trained models.

• Evaluating model performance using R2, RMSE,
MAE, and MAPE.
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• Comparing results across models.

• Drawing conclusions based on the model com-
parison and overall analysis.

2.2. Study case

The time series data used in this study were obtained
from a weather station in Cuenca, Azuay, Ecuador,
located at 7-77 Bolivar Street and Borrero Street (co-
ordinates: latitude -2.897, longitude -79.00). Managed
by the Empresa Municipal de Movilidad, Tránsito de
Transporte de la Municipalidad de Cuenca (EMOV-
EP), this station provides publicly available data for
personal, research, and governmental use. Positioned in
a central area characterized by its commercial, tourist,
colonial, and residential significance, this station is part
of a network of three monitoring stations in Cuenca,
as depicted in Figure 2.

Figure 2. EMOV-EP weather stations

2.3. Data preprocessing

The meteorological station recorded gas emissions, in-
cluding CO, NO2, O3, PM2.5, and SO2, at 10-minute
intervals throughout 2022, generating approximately
52,560 records. These were exported in CSV format
from the official EMOV-EP website. Where necessary,
measurement units for pollutants were converted (e.g.,
CO from mg/m3 to ppm) to facilitate AQI calculation.
Hourly averages were computed, reducing the dataset
to 8,760 records. After filtering out null values and ir-
relevant data, 7,425 records were retained for analysis.
Table 1 provides an overview of the time series data,
while Figure 3 illustrates the hourly variation of the
recorded gases.

Table 1. Summary of the research time series

Stadistics CO NO2 O3 PM2.5 SO2

Count 7425 7425 7425 7425 7425
Mean 9,909 0.258 0.275 15,040 0.038
Std 7,658 0.112 0.239 10,611 0.067
Min 0.024 0.040 0.000 0.100 0.000
25% 3,704 0.175 0.061 8,010 0.003
50% 8,946 0.241 0.223 12,100 0.011
75% 14,189 0.322 0.435 19,660 0.041
Max 50,454 0.811 1,147 75,330 0.629

Figure 3. CO, NO2, O3, P M2.5, and SO2 registered per
hour

Using the filtered values, the AQI for each pollutant
was calculated following the guidelines outlined in the
air quality report published by the U.S. Environmental
Protection Agency [28]. The AQI computation is based
on the pollutant concentration and is determined using
Equation (1).

Ip = IHI − ILO

BPHI − BPLO
(Cp − BPLO) + ILO (1)

Where:

• IP is the contaminant index p.

• CP is the rounded concentration of the pollutant
p.

• BPHI is the cut-off point that is greater than or
equal to CP .

• BPLO is the cutoff point that is less than or
equal to CP .

• IHI is the AQI value corresponding to BPHI .

• ILO is the AQI value corresponding to BPLO.

The individual contaminant index values (Ip) for
each pollutant p are calculated independently, and the
final AQI is determined by selecting the maximum
value from the set of calculated indices. This selection
methodology ensures that the final AQI reflects the
pollutant exhibiting the highest potential for adverse
health impacts, providing a comprehensive assessment
of air quality conditions.
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To analyze the relationship between the pollutants
and the calculated AQI, a correlation matrix was con-
structed, as illustrated in Figure 4.

Figure 4 illustrates that, in this specific case, based
solely on the pollutant data recorded by the meteo-
rological station, the AQI value exhibits a stronger
correlation with CO and NO2, while its correlation
with O3, PM2.5 and SO2 is minimal. This information
will be considered for the development and configura-
tion of the AI models in subsequent analyses.

Figure 4. Correlation matrix of the different pollutants

Standardization involves transforming the data
such that it has a mean of 0 and a standard devi-
ation of 1. This process is analytically represented by
Equation (2), which was utilized in this research:

XStansdarization = × − mean(×)
standard deviation

(2)

Where:

• X: It is the required value to be normalized.

• Mean: The arithmetic means of the distribution.

• Standard deviation: Standard deviation of the
distribution.

Finally, after standardizing the time series values,
the dataset was partitioned, with 80% allocated for
training and 20% reserved for testing.

2.4. Sliding window

Hota, et al. [29] highlight that a commonly employed
technique in time series analysis is the creation of
sliding windows, which provides a temporal approxi-
mation of the true value of the time series data. This
method accumulates historical time series data within
a specified window to predict the subsequent value.
Figure 5 illustrates the sliding window process with a
window size of 5.

Figure 5. Sliding window process

Considering the aforementioned approach, sliding
windows of 4, 24, and 120 hours were utilized to predict
subsequent time intervals.

2.5. Deep learning

2.5.1. Convolutional Neural Networks (CNN),
Recurrent Neural Networks (RNN),
Long short-term memory (LSTM),
Transformer model

Recurrent Neural Networks (RNNs) are a class of neu-
ral networks specifically designed for processing se-
quential data. Their architecture enables the output
of one layer to loop back into the input, allowing the
network to retain memory of prior states. This ca-
pability makes RNNs particularly effective for tasks
requiring contextual or historical information, includ-
ing time series prediction, natural language processing,
and speech recognition [30]. A standard RNN configu-
ration is illustrated in Figure 7.

Figure 6. CNN standard configuration

Figure 7. RNN standard configuration
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Long Short-Term Memory Networks (LSTMs) were
developed to address the limitations of traditional
RNNs, such as the vanishing gradient problem, by
incorporating a memory cell capable of retaining in-
formation over extended periods [31]. Each LSTM cell
comprises three gates: the input gate, which controls
the incorporation of new information; the forget gate,
which eliminates irrelevant data; and the output gate,
which determines the information to be passed to the
next step [31]. A standard LSTM configuration is de-
picted in Figure 8.

Figure 8. LSTM standard configuration [32]

Transformers have garnered considerable attention
for their outstanding performance across various do-
mains, including natural language processing (NLP),
computer vision, and speech processing. Renowned
for their ability to model long-term dependencies and
complex interactions in sequential data, Transformers
are particularly well-suited for time series prediction
tasks [24]. The architecture implemented in this study
is depicted in Figure 9.

Figure 9. Transformers model architecture. Adapted from
Youness [33]

2.6. Performance metrics

In the study conducted by Méndez, et al. [20], research
aimed to identify the primary factors influencing air
quality prediction during the period 2011–2021. The
authors found that the most commonly applied metrics
for evaluating machine learning (ML) models include

RMSE, MAE, MAPE, ACC, and R2 as illustrated in
Figure 10.

Figure 10. Evaluation of metrics usage [20]

2.6.1. Root mean square error (RMSE)

Root mean square error (RMSE) is a widely used
metric that quantifies the average difference between
predicted and observed values [34]. The formula for
RMSE is presented in Equation (3):

RMSE =

√√√√ 1
N

N∑
I=1

(yI − YI)2 (3)

Where:

• n: number of samples.

• yI : observed value.

• yI : predicted value.

• (yI − YI)2 : squared error between predicted and
observed values.

2.6.2. Mean absolute error (MAE)

Mean absolute error (MAE) is a metric used to assess
the accuracy of a model by calculating the average of
the absolute errors between predicted and observed val-
ues [34]. The formula for MAE is presented in Equation
(4):

MAE = 1
n

N∑
I=1

|yI − YI | (4)

Where:

• n: number of samples.

• yI : observed value.
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• yI : predicted value.

• |yI − YI |: absolute error between predicted and
observed values

2.6.3. Mean absolute percentage error (MAPE)

Mean Absolute Percentage Error (MAPE) quantifies
the average error as a percentage of the observed values,
providing a scale-independent metric that facilitates
comparisons across different models [34]. The formula
for MAPE is presented in Equation (5):

MAPE = 100%
N

N∑
I=1

∣∣∣∣yI − YI

yi

∣∣∣∣ (5)

Where:

• n: number of samples.

• yI : observed value.

• yI : predicted value.

•
∣∣∣ yI −YI

yi

∣∣∣: relative absolute error, indicating the
proportional deviation of the prediction from the
actual value.

2.6.4. Coefficient of determination (R2)

The coefficient of determination R2 quantifies the pro-
portion of variance in the dependent variable that is
explained by the independent variables of the model.
An R2 value of 1 indicates that the model perfectly
explains the variability in the data, whereas a value of
0 signifies that the model does not explain any variabil-
ity [34]. The formula for R2 is presented in Equation
(6):

R2 =
∑N

I=1(yI − YI)2∑N
I=1(yI − YI)2

(6)

Where:

• n: number of samples.

• yI : observed value.

• yI : predicted value.

• y: mean of all observed values yI .

•
∑N

I=1(yI − YI)2: sum of squared prediction er-
rors.

•
∑N

I=1(yI − YI)2: sum of squared deviations of
the observed values from their mean.

2.7. Random search

In ML, random search (RS) is an optimization tech-
nique used to identify optimal hyperparameters by
exploring random combinations within a predefined
parameter space. This approach is more efficient and
computationally less expensive compared to exhaustive
search methods [35]. Figure 11 illustrates the sequence
of steps involved in the RS process.

Figure 11. Methodology of the random search technique

The process involves the following steps:

• Identifying the AI model to optimize and define
its hyperparameters.

• Setting ranges for each hyperparameter.

• Specifying evaluation metrics, such as R2, MAE,
and RMSE.

• Randomly selecting combinations of hyperparam-
eters.

• Training the model and evaluating its perfor-
mance.

• Choosing the best-performing combination and
retraining the model.

• Validating the performance of the optimized
model.

3. Results and discussion

3.1. Correlation Analysis

Figure 4 illustrates the relationship between varia-
bles using Pearson’s Correlation Coefficient to assess
their correlation with maximum AQI concentration
(AQIMAX). The heatmap reveals that CO has the
strongest positive correlation with AQIMAX (0.56),
followed by NO2 (0.3) and SO2 (0.16), while O3 shows
a negative correlation (-0.36). Furthermore, CO is mod-
erately correlated with NO2 (0.36) and SO2 (0.15),
while O3 demonstrates inverse correlations with both
CO (-0.41) and NO2 (-0.42). PM2.5 exhibits weak neg-
ative correlations with AQIMAX , CO, and NO2 These
results highlight CO as the variable most strongly cor-
related with AQIMAX , providing critical guidance for
selecting the input combinations outlined in Table 2.
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Table 2. Combinations of input variables

Combination Input variables
C1 CO, NO2
C2 CO, O3
C3 CO, PM2.5
C4 CO, SO2
C5 NO2, O3
C6 NO2, PM2.5
C7 NO2, SO2
C8 O3, PM2.5
C9 O3, SO2

C10 CO, NO2, O3
C11 CO, NO2, O3
C12 CO, NO2, PM2.5
C13 CO, NO2, SO2
C14 CO, O3, PM2.5
C15 CO, O3, SO2
C16 CO, PM2.5, SO2
C17 NO2, O3, PM2.5
C18 NO2, O3, SO2
C19 NO2, PM2.5, SO2
C20 O3, PM2.5, SO2
C21 CO, NO2, O3, PM2.5
C22 CO, NO2, O3, SO2
C23 CO, NO2, PM2.5, SO2
C24 CO, O3, PM2.5, SO2
C25 NO2, O3, PM2.5, SO2
C26 CO, NO2, O3, PM2.5, SO2

3.2. Results of the AI models

This section analyzes the performance outcomes of
each model, considering the input combinations out-
lined in Table 3, the type of AI model employed, and
the associated evaluation metrics.

Table 3. CNN model results

IP BS RMSE MAE R2 MAPE (%) PPS
C1 24 0.08 0.06 0.68 16.71 35805.01
C2 24 0.09 0.06 0.68 16.82 58737.06
C3 24 0.09 0.06 0.67 17.26 49748.10
C4 24 0.09 0.06 0.68 17.20 39398.15
C5 24 0.09 0.07 0.65 18.52 43885.02
C6 24 0.10 0.07 0.64 17.65 65236.56
C7 24 0.10 0.07 0.62 16.76 65931.50
C8 24 0.09 0.06 0.69 17.29 53651.60
C9 24 0.09 0.07 0.66 17.88 59559.18

C10 24 0.10 0.07 0.64 17.81 36020.17
C11 24 0.09 0.07 0.65 16.84 44975.06
C12 24 0.09 0.07 0.67 17.59 73533.63
C13 24 0.09 0.06 0.67 16.24 58225.91
C14 24 0.08 0.06 0.69 15.48 49661.10
C15 24 0.09 0.06 0.68 16.42 56290.50
C16 24 0.09 0.07 0.66 17.82 35025.14
C17 24 0.09 0.06 0.68 16.85 76968.79
C18 24 0.09 0.07 0.67 17.31 73779.83
C19 24 0.10 0.07 0.63 18.30 65446.41
C20 24 0.09 0.06 0.67 18.82 76016.82
C21 24 0.09 0.07 0.66 16.72 59341.83
C22 24 0.09 0.06 0.68 16.31 67292.28
C23 24 0.09 0.06 0.68 16.85 44773.68
C24 24 0.09 0.06 0.67 16.73 79901.70
C25 24 0.09 0.06 0.68 16.71 55093.58
C26 24 0.09 0.07 0.67 16.58 75801.26

3.2.1. CNN results

The CNN model was evaluated using 26 different in-
put parameter combinations, all based on a 24-hour
sliding window (Table 4). The R2 ranged from 0.620
to 0.698, with the combination of CO, O3, PM2.5,
and SO2 (Row 24) achieving the highest performance
at an R2 value of 0.698. Conversely, the combination
involving NO2 and SO2 (Row 7) yielded the lowest
performance, with an R2 of 0.620. Regarding error
metrics, the RMSE ranged from 0.087 to 0.097, while
the MAE varied from0.060 to 0.068. Notably, the com-
bination of CO, O3, PM2.5, and SO2 also exhibited
the lowest errors, further highlighting its superior per-
formance.

Table 4. RNN model results

IP BS RMSE MAE R2 MAPE(%) PPS
C1 24 0.09 0.06 0.56 21.97 20477.85
C2 24 0.09 0.06 0.57 21.32 39843.79
C3 24 0.09 0.06 0.57 20.65 41488.60
C4 24 0.09 0.06 0.56 20.48 40265.98
C5 24 0.09 0.06 0.56 22.92 35324.96
C6 24 0.09 0.06 0.56 21.41 37750.82
C7 24 0.09 0.06 0.55 21.36 35319.93
C8 24 0.10 0.06 0.55 21.21 31675.68
C9 24 0.09 0.06 0.56 21.51 34623.43

C10 24 0.09 0.06 0.57 20.98 41072.63
C11 24 0.09 0.06 0.56 21.73 37360.15
C12 24 0.09 0.06 0.57 21.00 41908.50
C13 24 0.09 0.06 0.56 21.00 34451.12
C14 24 0.09 0.06 0.56 21.73 40667.03
C15 24 0.09 0.06 0.56 21.31 36455.38
C16 24 0.09 0.06 0.56 20.74 34073.62
C17 24 0.09 0.06 0.55 21.55 36014.80
C18 24 0.09 0.06 0.56 21.48 34888.69
C19 24 0.09 0.06 0.56 20.92 39017.72
C20 24 0.09 0.06 0.56 21.53 33701.56
C21 24 0.09 0.06 0.58 21.29 35349.87
C22 24 0.09 0.06 0.57 21.14 40265.69
C23 24 0.09 0.06 0.57 20.82 34805.23
C24 24 0.09 0.06 0.56 21.07 37740.95
C25 24 0.09 0.06 0.57 21.67 35611.69
C26 24 0.09 0.06 0.57 21.85 43654.79

The MAPE values, indicating prediction accuracy,
ranged from15.48% to 18.83%. Combinations involv-
ing CO and O3 exhibited the lowest MAPE values,
reflecting higher prediction accuracy. Conversely, com-
binations including NO2 and PM2.5 had higher MAPE
values, indicating lower prediction accuracy. Computa-
tional efficiency varied significantly, with predictions
rates ranging from35,805 to 79,091 predictions per sec-
ond. More complex combinations, such as CO, NO2,
O3, PM2.5, and SO2 (Row 26), required up to 4.5 GB
of RAM, yet achieved superior prediction rates.

In summary, the combination of CO, O3, PM2.5,
and SO2 (Row 24) emerged as the most accurate,
achieving the highest R2, the lowest errors, and strong
computational efficiency. In contrast, combinations
including NO2 and SO2 underperformed across all
metrics, suggesting these variables have a lesser im-
pact on prediction accuracy.
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Where

• IP: Input Parameters

• BS: Best Window

• PPS: Predictions Per Second

3.2.2. RNN results

The RNN model was evaluated using 26 different com-
binations of input parameters within a 24-hour sliding
window (Table 5). The R2 values ranged from 0.533
to 0.576, with the combination of CO, NO2, O3, and
PM2.5 (Row 21) achieving the highest R2 of 0.576.
Conversely, the combination involving NO2 and SO2
(Row 7) showed the lowest performance, with an R2 of
0.533. The RMSE values ranged from 0.092 to 0.097,
while the MAE ranged from 0.058 to 0.063, with the
combination of CO, NO2, O3, and PM2.5, demonstrat-
ing the lowest error rates, indicating superior perfor-
mance.

Table 5. LSTM model results

IP BS RMSE MAE R2 MAPE (%) PPS
C1 24 0.09 2253.00 0.69 15.65 7049.54
C2 24 0.09 0.06 0.69 15.90 8122.33
C3 720 0.09 0.06 0.69 16.26 147.46
C4 720 0.09 0.06 0.67 16.39 141.67
C5 144 0.09 0.06 0.69 16.34 3336.96
C6 144 0.09 0.06 0.68 16.37 3031.92
C7 144 0.09 0.06 0.69 15.31 2987.68
C8 24 0.09 0.06 0.68 16.23 6412.71
C9 24 0.09 0.06 0.68 15.57 6720.89

C10 24 0.09 0.06 0.67 16.11 1544.31
C11 144 0.09 0.06 0.69 16.83 6513.84
C12 144 0.09 0.06 0.69 16.08 869.33
C13 144 0.09 0.06 0.70 15.35 806.71
C14 24 0.09 0.06 0.68 16.09 8009.40
C15 144 0.09 0.06 0.69 15.73 823.46
C16 144 0.09 0.06 0.70 16.50 3871.16
C17 720 0.09 0.06 0.68 16.87 706.77
C18 24 0.09 0.06 0.67 16.36 1023.41
C19 24 0.09 0.06 0.68 15.84 8613.76
C20 24 0.09 0.06 0.68 16.18 8341.78
C21 24 0.09 0.06 0.69 16.50 1036.17
C22 24 0.09 0.06 0.68 16.17 1086.39
C23 144 0.09 0.06 0.70 16.08 501.98
C24 720 0.09 0.06 0.69 16.72 116.44
C25 24 0.09 0.06 0.69 17.31 944.15
C26 24 0.09 0.06 0.70 16.00 6525.65

The MAPE values ranged between20.48% and
22.92%, with the lowest values observed in combina-
tions that included CO and PM2.5, suggesting better
prediction accuracy. In contrast, combinations involv-
ing NO2 and O3 exhibited higher MAPE values, indi-
cating lower accuracy. Computational efficiency varied
significantly, with prediction rates spanning 20,478 to
43,654 predictions per second. More complex combina-
tions, such as CO, NO2, O3, PM2.5, and SO2 (Row
26), required up to 23.4 GB of RAM but demonstrated
higher prediction throughput.

In conclusion, the combination of CO, NO2, O3,
and PM2.5 emerged as the most accurate, achieving
the highest R2, the lowest error metrics, and strong
computational efficiency. In contrast, combinations in-
cluding NO2 and SO2 consistently underperformed
across all metrics, suggesting these variables have a
limited impact on prediction accuracy.

3.2.3. LSTM results

The LSTM model was evaluated using 26 different
combinations of input parameters, primarily with a
24-hour sliding window, although some configurations
employed 144-hour or 720-hour windows (Table 6).
The R2 values ranged from 0.669 to 0.701, with the
combination of CO, NO2, PM2.5, and SO2 (Row 23)
achieving the highest R2 of 0.701. Conversely, the com-
bination of NO2, O3, and SO2 (Row 18) exhibited the
lowest R2 at 0.669. The RMSE values varied between
0.087 and 0.092, while the MAE ranged from 0.056 to
0.062, with the combination of CO, NO2, PM2.5, and
SO2 demonstrating the lowest error metrics, signifying
superior performance.

Table 6. Transformers model results

IP BS RMSE MAE R2 MAPE (%) PPS
C1 24 0.09 2253.00 0.69 15.65 7049.54
C2 24 0.09 0.06 0.69 15.90 8122.33
C3 720 0.09 0.06 0.69 16.26 147.46
C4 720 0.09 0.06 0.67 16.39 141.67
C5 144 0.09 0.06 0.69 16.34 3336.96
C6 144 0.09 0.06 0.68 16.37 3031.92
C7 144 0.09 0.06 0.69 15.31 2987.68
C8 24 0.09 0.06 0.68 16.23 6412.71
C9 24 0.09 0.06 0.68 15.57 6720.89

C10 24 0.09 0.06 0.67 16.11 1544.31
C11 144 0.09 0.06 0.69 16.83 6513.84
C12 144 0.09 0.06 0.69 16.08 869.33
C13 144 0.09 0.06 0.70 15.35 806.71
C14 24 0.09 0.06 0.68 16.09 8009.40
C15 144 0.09 0.06 0.69 15.73 823.46
C16 144 0.09 0.06 0.70 16.50 3871.16
C17 720 0.09 0.06 0.68 16.87 706.77
C18 24 0.09 0.06 0.67 16.36 1023.41
C19 24 0.09 0.06 0.68 15.84 8613.76
C20 24 0.09 0.06 0.68 16.18 8341.78
C21 24 0.09 0.06 0.69 16.50 1036.17
C22 24 0.09 0.06 0.68 16.17 1086.39
C23 144 0.09 0.06 0.70 16.08 501.98
C24 720 0.09 0.06 0.69 16.72 116.44
C25 24 0.09 0.06 0.69 17.31 944.15
C26 24 0.09 0.06 0.70 16.00 6525.65

The MAPE values ranged from 15.31% to 17.31%,
with the lowest values observed in combinations in-
cluding CO and NO2, indicating superior prediction
accuracy. Conversely, combinations involving NO2 and
PM2.5 exhibited higher MAPE values, suggesting lower
accuracy. Computational efficiency varied significantly,
with predictions per second ranging from 116 to 8,613.
Shorter sliding windows generally resulted in higher
prediction rates but required increased RAM usage.
For instance, complex combinations such as CO, NO2,
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O3, PM2.5, and SO2 (Row 26) demanded up to 4.4
GB of RAM and achieved moderate prediction rates.
In contrast, simpler combinations like CO and NO2
required less RAM (3.3 GB) but exhibited lower pre-
diction rates.

In summary, the combination of CO, NO2, PM2.5,
and SO2 (Row 23) emerged as the most accurate,
achieving the highest R2 and the error metrics, albeit
with increased computational demands. Conversely,
combinations involving NO2 and SO2 exhibited consis-
tently lower performance across all evaluated metrics.

3.2.4. Transformer results

In terms of error metrics, the RMSE ranged from 0.094
to 0.130, and the MAE from 0.068 to 0.099, with the
lowest errors observed for the combination of CO, NO2,
PM2.5, and SO2. Higher errors, particularly in MAE,
were noted for combinations involving CO and SO2,
suggesting these inputs are less effective for accurate
predictions. The MAPE values varied between 18.19%
and 26.83%, with the lowest values associated with
combinations involving O3 and PM2.5, while higher
MAPE values were observed for combinations includ-
ing CO and O3 (Row 2).

Regarding computational efficiency, predictions per
second ranged from 2,974 to 21,030. More complex
combinations with a greater number of input parame-
ters and longer sliding windows required higher RAM
usage (up to 3.7 GB) but achieved faster prediction
rates. Conversely, simpler combinations, such as CO
and NO2 required less RAM (1.8 GB) but exhibited
slower prediction rates. Overall, the combination of
CO, NO2, PM2.5, and SO2 (Row 23) emerged as the
most accurate, achieving the highest R2 and the lowest
error metrics, albeit with increased computational re-
quirements. In contrast, combinations involving NO2
and O3 showed inferior performance across all metrics.

3.2.5. AI model results analysis

When comparing the performance of the RNN, CNN,
LSTM, and Transformer models, the Transformer
model exhibits notably lower accuracy, with R2 values
ranging from 0.322 to 0.640. This broad range un-
derscores significant challenges in capturing the vari-
ability of the output data, particularly when utiliz-
ing variables such as NO2 and O3.While the Trans-
former model demonstrates higher computational ef-
ficiency—requiring 1.8 GB to 3.7 GB of RAM and
achieving prediction rates between 2,974 and 21,030
predictions per second—this efficiency does not offset
its lower predictive accuracy. As illustrated in Figure
12, the scatter plots for the Transformer model reveal
substantial dispersion around the reference line, partic-
ularly at extreme AQI values. This deviation highlights
the model’s unreliability in these situations.

Figure 12. Transformer model predictions combination
23 (Best R2 and RMSE)

The RNN model, while more accurate than the
Transformer, demonstrates intermediate performance
with R2 values ranging from0.533 to 0.576. The RNN
achieves acceptable accuracy, with RMSE values be-
tween 0.092 and 0.097 and MAE values ranging from
0.058 to 0.063. However, its MAPE values, which fall
between 20.48% and 22.92%, are higher than those
observed for the CNN and LSTM models. As depicted
in Figure 13, the RNN scatter plots exhibit a higher
density of points near the y = x line compared to
the Transformer model, suggesting improved overall
alignment with observed values. Nonetheless, signif-
icant dispersion persists at the extreme AQI levels,
highlighting variability in accuracy when predicting
high or low AQI values.

Figure 13. Transformer model predictions combination
10 (Average R2)

In terms of computational efficiency, the RNN ex-
hibits a balanced performance, with RAM usage rang-
ing from 22.8 GB to 23.4 GB and prediction rates
between 20,478 and 43,654 predictions per second.
While not exceptional, this performance positions the
RNN as a viable option, offering a reasonable trade-off
between accuracy and efficiency.
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The CNN model exhibited a higher R2 range of
0.620 to 0.698, demonstrating its strong capability
to capture data variability and provide accurate pre-
dictions. Among the tested combinations, CO, O3,
PM2.5, and SO2 yielded the best performance. The
errors were relatively low, with RMSE values between
0.087 and 0.097 and MAE values ranging from 0.060
to 0.068. Additionally, MAPE values between 15.31%
and 18.83% further underscored the model’s predictive
accuracy. As illustrated in Figure 14, the scatter plots
reveal the CNN model’s ability to deliver consistent
predictions, with a significant clustering of data points
around the regression line, even at extreme values,
thereby minimizing errors. Although the CNN model
is less computationally efficient than the Transformer,
it maintains a reasonable balance, with RAM usage
ranging from 3.8 GB to 4.5 GB and a prediction rate
of 35,805 to 79,091 predictions per second.

Figure 14. Transformer model predictions combination 5
(Worst R2)

The LSTM model demonstrates superior accuracy
among the evaluated models, with an R2 range of 0.669
to 0.701, highlighting its exceptional ability to discern
patterns within the data. It outperforms other mod-
els in error metrics, achieving RMSE values between
0.087 and 0.092 and MAE values ranging from 0.056
to 0.062. Additionally, the LSTM model exhibits the
lowest MAPE values, ranging from 15.31% to 17.31%,
underscoring its remarkable prediction accuracy. As
illustrated in Figure 15, the scatter plots for the LSTM
model reveal a high concentration of data points near
the reference line, with minimal scatter, even for ex-
treme AQI values. This consistency and precision po-
sition the LSTM as a robust and reliable option for
applications where accuracy is critical.

However, the LSTM model is the least computa-
tionally efficient among those evaluated, with RAM
usage ranging from 3.3 GB to 4.5 GB and prediction
speeds between 116 and 8,613 predictions per second.
This relative inefficiency, especially when using longer

sliding windows, may limit its applicability in scenar-
ios where processing speed is critical. Nonetheless, its
exceptional accuracy establishes it as a highly reliable
option for applications where precision takes prece-
dence over computational efficiency.

Figure 15. RNN model predictions combination 21 (Best
R2)

Figure 16. RNN model predictions combination 20 (Aver-
age R2)

Figure 17. RNN model predictions combination 7 (Worst
R2)
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Figure 18. CNN model prediction combination 24 (Best
R2)

Figure 19. CNN model prediction combination 18 (Aver-
age R2)

Figure 20. CNN model prediction combination 7 (Worst
R2)

Figure 21. LSTM model prediction combination 23 (Best
R2)

Figure 22. LSTM model prediction combination 9 (Best
R2)

Figure 23. LSTM model prediction combination 14 (Av-
erage R2)
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Figure 24. LSTM model prediction combination 18 (Worst
R2)

3.2.6. Comparison with related studies

This study evaluates the effectiveness of LSTM, GRU,
RNN, CNN and Transformer models for predicting
the Air Quality Index (AQI) in Cuenca, Ecuador, and
compares the results with findings from other relevant
research, such as the study conducted by Cui et al. [36],
which focused on PM2.5 prediction using Transformer
and CNN-LSTM-Attention models in Beijing, China.

A key distinction between the studies lies in the
datasets and their characteristics. This study utilizes
data from a single meteorological station in Cuenca,
comprising 7,425 records for the year 2022. In contrast,
the Beijing study employs data from 12 monitoring
stations collected over four years (2013–2017), total-
ing over 35,000 records. The richer dataset in Beijing
allowed researchers to incorporate seasonal variations
and long-term dependencies, critical factors for accu-
rate PM2.5 prediction.

Additionally, their Transformer model was en-
hanced with multi-head attention mechanisms and
positional encoding, enabling more effective capture
of complex temporal patterns and seasonal fluctua-
tions [36].

Regarding model performance, this study demon-
strates that the LSTM model achieves the highest
accuracy for AQI prediction in Cuenca, with an R2

of 0.701, surpassing the Transformer model’s perfor-
mance, which achieved an approximate R2 of 0.68. Con-
versely, in the Beijing study, the Transformer model
significantly outperformed the CNN-LSTM-Attention
architecture, achieving an R2 of 0.944 compared to
0.836. This superior performance was attributed to the
Transformer’s capacity to handle both abrupt mete-
orological changes and long-term trends, particularly
during complex seasonal transitions such as those ob-
served in autumn and winter [36].

Another notable difference is the prediction horizon.
This study evaluated short- to medium-term prediction

windows (4, 24, and 120 hours), whereas the Beijing
study focused on hourly predictions. The Transformer
model in Beijing proved particularly effective in cap-
turing sudden pollutant variations driven by meteoro-
logical changes, underscoring its suitability for high-
frequency predictions in dynamic environments [36].

These findings underscore the necessity of tailor-
ing AI architectures to the unique characteristics of
specific datasets and prediction objectives. Future re-
search should focus on developing hybrid models that
leverage the complementary strengths of LSTM and
Transformer architectures, aiming to effectively tackle
both local and regional air quality forecasting chal-
lenges.

4. Conclusions

In this study, the performance of various artificial in-
telligence models, including RNN, CNN, LSTM, and
Transformers, was evaluated and compared for the
task of predicting the Air Quality Index (AQI). The
findings reveal that the LSTM model consistently out-
performed the other models, achieving an R2 of 0.701
and an RMSE of 0.087. Its superior performance was
particularly evident when using variable combinations
such as CO, NO2, PM2.5, and SO2.The analysis un-
derscores the LSTM model’s effectiveness in capturing
complex temporal relationships among these variables,
establishing it as a reliable and valuable tool for accu-
rate AQI prediction in diverse scenarios.

Although Transformers models have demonstrated
exceptional performance in various fields such as nat-
ural language processing (NLP) and computer vision
(CV), their application to AQI prediction, particularly
with this specific dataset, reveals significant limitations.
In this study, Transformers exhibited notable variabil-
ity in performance, with coefficients of determination
ranging from 0.322 to 0.640. These findings suggest
that Transformers face challenges in effectively captur-
ing the intrinsic complexity of the analyzed time-series
data, particularly when using variable combinations
that include NO2 and O3. Despite their computational
efficiency, the predictive accuracy of Transformers for
AQI falls short compared to more competitive models
such as LSTM.

In terms of computational efficiency, both CNN
and LSTM models have demonstrated their suitability
for real-time applications, offering an effective balance
between accuracy and resource utilization. The LSTM
model, in particular, stands out for its exceptional pre-
dictive accuracy, efficient RAM usage of approximately
4.4 GB, and its capability to perform a substantial
number of predictions per second. This combination of
high performance and resource efficiency makes LSTM
especially well-suited for air quality prediction sys-
tems that require fast and precise responses, such as
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real-time environmental monitoring applications.
Despite achieving satisfactory R2 values, the anal-

ysis revealed considerable data dispersion and elevated
error metrics across all implementations, rendering
some models unsuitable for reliable deployment. This
study serves as a comparative evaluation of artificial in-
telligence approaches, highlighting both the strengths
and limitations of current AI architectures for AQI
forecasting. The findings underscore the need for refine-
ment in existing implementations while emphasizing
the substantial potential of AI models for improving
air quality predictions in the future.

In conclusion, the training of all models encoun-
tered limitations due to the relatively small size of
the Cuenca dataset and the low correlation observed
between certain pollutants. For future research, we
recommend leveraging larger datasets and extending
the analysis over longer periods to enhance model
performance and generate more robust insights.

4.1. Future directions

The selection of Long Short-Term Memory (LSTM),
Convolutional Neural Networks (CNN), Transformer,
and Recurrent Neural Networks (RNN) architectures
as foundational models in this study was based on
their established prominence in time series analysis
and their significant contributions to advancements in
AI research. Building upon these foundational architec-
tures, future research should explore the incorporation
of enhanced Transformer-based models through the
integration of multi-head attention mechanisms and po-
sitional encoding schemes. These enhancements could
enable more sophisticated modeling of temporal depen-
dencies in air quality patterns. The implementation
of Physics-Informed Neural Networks (PINNs) also
presents a promising direction, as these architectures
explicitly integrate fundamental atmospheric physics
and chemical transport equations into the neural net-
work framework. This approach offers the potential to
bridge the gap between data-driven methodologies and
theoretical models, enhancing the interpretability and
accuracy of predictions. While established architec-
tures such as Transformers, CNNs, RNNs, and LSTMs
have demonstrated notable efficacy, exploring emerging
methodologies like Neural Ordinary Differential Equa-
tions (Neural ODEs), Temporal Fusion Transformers,
and Informer networks could yield even greater pre-
dictive capabilities. These novel approaches, though
less widely adopted in AI research, may address ex-
isting challenges in modeling non-linear atmospheric
dynamics and complex inter-variable correlations, thus
advancing AQI forecasting to new levels of precision
and reliability.
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Abstract Resumen
This study investigates the thermal behavior of three
lithium-ion battery configurations under thermal run-
away conditions, focusing on cooling systems based on
air, water, and phase change materials (PCM). The
analysis was conducted using sixteen cylindrical 18650
cells, each with a capacity of 2.15 Ah. The battery
arrangements include Geometry 1, characterized by
an irregular rhomboid shape, and Geometry 2, which
adopts an irregular octagonal shape. Numerical simu-
lations were carried out using Computational Fluid
Dynamics (CFD) tools in ANSYS Fluent, employing
a thermal abuse model rooted in a multidimensional,
multiscale approach, and incorporating the empirical
Newman-Tiedemann-Gauthier-Kim (NTGK) model.
Transient simulations were performed under forced
and natural convection scenarios to capture dynamic
thermal behavior. The findings reveal that natural air
cooling fails to prevent thermal runaway under the
studied conditions. In contrast, water and PCM-based
cooling systems effectively mitigate thermal runaway
risks. Furthermore, forced convection with air and wa-
ter significantly enhances thermal management and
successfully prevents thermal runaway.

En este estudio se evalúa el comportamiento térmico
ante condiciones de fuga térmica de tres arreglos de
celdas de iones de litio con distintos sistemas de en-
friamiento: aire, agua y material de cambio de fase
(PCM). Se utilizaron 16 celdas cilíndricas de tipo
18650 con una capacidad de 2.15 Ah. La geometría 1
tiene una forma de rombo irregular, mientras que las
geometrías 2 y 3 tienen una forma de un octágono
irregular. Se implementaron simulaciones numéricas
CFD empleando el software ANSYS Fluent mediante
la aplicación del modelo de abuso térmico basado en
un enfoque multidimensional multiescala y el modelo
empírico NTGK. Se ejecutaron simulaciones tran-
sientes considerando convección forzada y natural.
Los resultados muestran que, para las condiciones
dadas en el estudio, el enfriamiento natural por aire
no previene la fuga térmica, mientras que el agua
y PCM sí la previenen, al igual que la convección
forzada con aire y agua.

Keywords: Thermal abuse, ANSYS, cooling, NTGK,
thermal runaway

Palabras clave: abuso térmico, ANSYS, enfri-
amiento, NTGK, fuga térmica
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1. Introduction

Lithium-ion batteries (LIBs) are essential components
in a wide array of applications, including portable
electronic devices, electric vehicles, smartphones, and
medical equipment. Despite their widespread use, these
batteries face critical challenges, particularly the need
to prevent operation at elevated temperatures. Exces-
sive heat can trigger thermal runaway, an uncontrolled
exothermic reaction that poses serious risks, includ-
ing fires that threaten human safety and compromise
device integrity [1].

Lithium-ion batteries (LIBs) have emerged as a re-
liable energy source, renowned for their high efficiency,
energy density, and relatively long lifespan [2]. A typi-
cal LIB cell comprises a negative electrode (graphite
anode), a positive electrode (lithium metal oxide cath-
ode), a separator, and an electrolyte. The separator is
positioned between the electrodes to prevent electrical
contact while permitting the passage of ions. The elec-
trolyte facilitates ionic conduction within the cell [3].
The charge and discharge cycles of LIBs are defined
by the transfer of lithium ions and electrons, a process
known as ionization and oxidation [4].

The operation of LIBs is highly temperature-
sensitive, with optimal and safe performance typically
achieved within the range of 15 °C to 35 °C [5]. Dur-
ing cycling and usage, a material layer known as the
solid electrolyte interface (SEI) forms on the surface
of the electrodes. This layer begins to decompose at
approximately 100 °C. Additionally, the separator ma-
terial melts and shrinks at 143 °C. At temperatures
exceeding 150 °C, thermal runaway, a hazardous and
uncontrolled exothermic reaction, can occur [6–9].

Since their invention, lithium-ion batteries have un-
dergone significant advancements in safety. However,
the risk of fire and explosion persists due to the po-
tential for thermal runaway. Thermal runaway occurs
when the temperature within the battery rises exponen-
tially, surpassing the system’s ability to dissipate heat
into the environment effectively. This excessive heat is
generated by the exothermic chemical decomposition
of materials within the cells [10].

Various cooling systems have been developed to
ensure the battery operates within an appropriate tem-
perature range. These systems are typically classified
based on the cooling medium used, which may include
air, liquid, or phase change material (PCM) [11,12].

Air cooling systems can be classified into two
types: natural air cooling and forced air cooling (using
fans) [13,14].

Liquid cooling systems for batteries can be classi-
fied as either direct or indirect. Direct cooling involves
direct contact between the coolant and the battery
cells. In contrast, indirect cooling entails immersing
battery packs in an insulating coolant, such as mineral
or silicone oils, which are chemically inert and do not

react with the materials on the cell surfaces [13].
Phase change material (PCM) cooling systems

utilize substances that absorb or release substantial
amounts of thermal energy during phase transitions,
enabling heating or cooling as needed [15].

Numerous studies have investigated air, water, and
PCM cooling systems to mitigate the risk of thermal
runaway. For instance, Ouyang et al. [16] conducted
experiments using one hundred 18650-type lithium-ion
batteries and demonstrated that incorporating a 4 mm-
thick layer of aerogel effectively reduces the maximum
temperature of the batteries.

Zhou et al. [17] investigated a battery thermal man-
agement system (BTMS) incorporating heat pipes and
phase change liquids to regulate temperature and pre-
vent thermal propagation. Their results demonstrated
that the system effectively mitigates overheating and
thermal runaway, maintaining the battery temperature
below 185 °C and limiting the temperature variation
to less than 2.1 °C, even under high discharge rate
conditions.

Alghamdi et al. [18] conducted an experimental
study on various thermal management systems for
LIBs in electric vehicles, focusing on the application
of PCM. The findings revealed that using PCM alone
results in an average temperature of 85 °C, exceeding
the safe operational range. However, the incorpora-
tion of a thermoelectric module and aluminum fins
significantly reduced the average temperature to 48
°C, enhancing the system’s safety.

Wu et al. [19] developed a battery thermal manage-
ment system (BTMS) for electric and hybrid vehicles,
utilizing phase change materials (PCM) in combination
with heat pipes. Experimental results indicated that
the incorporation of heat pipes significantly improves
temperature distribution under high discharge rates,
maintaining the maximum temperature below 50 °C
and achieving more stable thermal fluctuations during
cyclic operation. Furthermore, the study demonstrated
that a slight increase in airspeed further reduces cell
temperatures, attributed to the PCM’s phase transi-
tion process.

Liu et al. [20] conducted simulations to analyze ther-
mal runaway behaviors in a pack of twelve prismatic
LIBs and evaluated three thermal safety measures to
mitigate internal short circuits. The study proposed
using paraffin-based PCM to delay thermal runaway
propagation between the batteries. Furthermore, the
authors demonstrated that incorporating insulation
into the PCM could further extend this delay. Addi-
tionally, a novel thermal protection method utilizing
immersion cooling with boiling fluorinated liquid was
introduced.

Li et al. [21] developed a numerical thermal abuse
model using a Computational Fluid Dynamics (CFD)
approach to investigate thermal propagation in lithium-
ion battery packs. The model revealed that the spacing
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between cells facilitates accelerated heat transfer; how-
ever, this design compromises energy density.

Numerous studies have focused on simulating the
electrochemical-thermal coupling of batteries, a com-
plex problem within the multiscale and multiphysics
domain. To address this challenge, the multidimen-
sional multiscale (MSMD) method has been employed
and implemented in ANSYS Fluent. This approach
solves equations at various scales and across multi-
ple domains [22], enabling the simulation of battery
packs with electrically connected cells [23]. Further-
more, the MSMD method can model thermal runaway
in batteries under thermal abuse and short-circuit con-
ditions [24]. Paccha-Herrera et al. [25] further advanced
this approach by integrating the empirical NTGK
model, which facilitates the calculation of thermal and
electrical properties, thereby enhancing the assessment
of the thermal performance of LIBs.

This study aims to analyze strategies for prevent-
ing thermal runaway by evaluating various cooling
methods and geometric arrangements of cell models.
The primary motivation is to mitigate the risk of ther-
mal runaway in lithium-ion batteries when operating
outside the prescribed temperature range, thereby re-
ducing the likelihood of fires or explosions.

This study presents proposed solutions for prevent-

ing thermal runaway in lithium-ion batteries through
the implementation of advanced cooling systems, using
CFD-based analysis and simulation. Various geometric
configurations of battery cells and cooling strategies
are explored to enhance safety and efficiency. These
findings aim to contribute to the development of safer
and more reliable lithium-ion battery systems.

2. Materials and methods

This study employs three distinct geometric arrange-
ments of battery cells with different cooling systems.
Numerical simulations are conducted using the ANSYS
STUDENT 2024 R1 software package, leveraging Com-
putational Fluid Dynamics (CFD) models for detailed
analysis.

Figure 1 provides a schematic representation of
the methodology employed in this study to evaluate
cooling strategies for preventing thermal runaway. The
process begins with the selection of the battery cell
and cooling systems. Next, geometries and meshing
are developed. Subsequently, appropriate CFD models
are chosen, and materials, initial and boundary con-
ditions, and the numerical solver are configured. The
procedure concludes with a comprehensive analysis of
the simulation results.

Figure 1. Schematic representation of the CFD study methodology for preventing thermal runaway

2.1. Numerical resolution

The governing equations utilized in the CFD simula-
tions for the air and water domains include the continu-
ity, momentum, and energy equations. The simulations

assume incompressible flow conditions, under which
fluid density remains constant. The continuity equa-
tion is expressed as Equation (1) [26]:

▽ · v⃗ = 0 (1)
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Where ▽ is the divergence operator and v⃗ is the
fluid velocity vector.

Equation (2) represents the momentum conserva-
tion equation for an incompressible, viscous fluid:

∂v⃗

∂t
+ (v⃗ · ▽) v⃗ = ▽p

p
+ µ

p
▽2v⃗ (2)

Equation (3) illustrates the energy conservation
equation for a fluid:

∂(ρe)
∂t

+ ▽(ρev⃗) = −p▽ · v⃗ + ▽ · (kf▽T ) + Φ (3)

Where v⃗ is the fluid velocity, p is the pressure, ρ
is the air density, µ is the dynamic viscosity, e is the
internal energy, T is the temperature, kf is the thermal
conductivity of the fluid, Φ is the viscous dissipation,
and t is time.

To model the effects of turbulence, the k − épsilon
model was used due to its robustness [27].

In the case of PCM RT82, where a phase change
occurs, the continuity equation (Equation (4)), mo-
mentum equation (Equation (5)), and energy equation
(Equation (6)) are applied [28].

∂(ρf )
∂t

+ ▽ · (ρf U⃗) = 0 (4)

Where ∂ρf

∂t
is the rate of temporal change of den-

sity, ρf is the fluid phase density, and U⃗ is the fluid
velocity vector (with components u⃗, v⃗ and w⃗).

ρf
∂U⃗

∂t
+ ρf (U⃗ · ▽)U⃗ = −▽p + µ▽2U⃗ + (1 − fl)2

f3
l + δ

AmU⃗ + ρf gβ(Tf − Tm)k⃗
(5)

Where β is the consecutive number in the tran-
sition region (mushy region), Am is a parameter for
the transition region, δ is a small value introduced to
prevent division by zero, and fl is the liquid fraction.

∂ρf Hf

∂t
+ ▽ · (ρf u⃗Hf ) = kf▽

2Tf (6)

Where Hf is the fluid enthalpy.

2.2. NTGK model

The thermal runaway phenomenon was modeled using
Multiscale Multidomain Modeling (MSMD), based on
the empirical NTGK/DCIR model.

The NTGK model, described by Equations (7), (8)
and (9), enables the calculation of the thermoelectric
properties of the anode, cathode, and active zone do-
mains within a cell or electrically connected battery
pack [25]:

∂(ρCpT )
∂t

− ▽ · (kc▽T ) =

σpos|▽ϕpos|2 + σgen|▽ϕneg|2 + qech

(7)

▽ · (σpos▽ϕpos) = −j (8)

▽ · (σneg▽ϕneg) = −j (9)
Where kc is the thermal conductivity, σ is the elec-

trical conductivity, ϕ is the electric potential, qech is
the heat transfer rate resulting from thermal exchange
with the environment, and the subscripts "pos" and
"neg" refer to the positive and negative electrodes, re-
spectively. The volumetric current density j is defined
by Equation (10) [29]:

j = CN

Cref VolY [U − (ϕpos − ϕneg)] (10)

Where V ol is the volume of the active zone, Cref is
the battery capacity used to derive the parameters for
the functions U and Y,which are defined by Equations
(11) and (12), respectively [29]. The corresponding co-
efficients for these functions are presented in Table
1.

U =
( 5∑

n=0
an(D0D)n

)
− C2(T − Tref) (11)

Y =
( 5∑

n=0
bn(D0D)n

)
exp

[
−C1

(
1
T

− 1
Tref

)]
(12)

Where C2 and C1 are constants for a specific bat-
tery.

Table 1. Parámetros para el modelo NTGK [25]

Funciones
U Y

a0=4.0682 b0=16.5066
a1=-1.2669 b1=-27.0367
a2=-0.9072 b2=237.3297
a3=3.7550 b3=-632.603
a4=-2.3108 b4=725.0825
a5=-0.1701 b5=-309.8760

The heat transfer rate resulting from thermal ex-
change with the environment qech is defined by Equa-
tion (13) [25]:

qech = j

[
U − (ϕpos − ϕneg) − T

dU

dT

]
(13)

Where the first term represents the overpotential
heat, and the second term corresponds to the entropic
component.
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2.3. Thermal abuse model

The thermal abuse model was initially proposed by
Harchard et al. [30] and subsequently expanded by
Kim et al. [31]. This model is based on the Arrhenius
equation and includes a system of equations that des-
cribe the reactions occurring during the decomposition
of the positive electrode, the negative electrode, and
the solid-electrolyte interface (SEI), as outlined below:

dcsei

dt
= −cseiAsei · exp

(
−Ea,sei

RT

)
(14)

dcne

dt
= −cneAne ·exp

(
− zsei

zsei,0

)
·exp

(
−Ea,ne

RT

)
(15)

dzsei

dt
= cneAne · exp

(
− zsei

zsei,0

)
· exp

(
−Ea,ne

RT

)
(16)

dα

dt
= α(1 − α)Ape · exp

(
−Ea,pe

RT

)
(17)

dcel

dt
= −celAel · exp

(
−Ea,el

RT

)
(18)

Where the subscripts ne, np and el represent the
reaction between the negative electrode and the elec-
trolyte, the reaction between the positive electrode
and the electrolyte, and the decomposition reaction of
the electrolyte, respectively. Additionally, zsei is a di-
mensionless measure of the SEI layer thickness; z(sei,0)
is the reference thickness of the SEI layer; csei is the
fraction of the concentration of metastable lithium-
containing species in the SEI layer; cne is the fraction
of the lithium concentration in the negative electrode;
α represents the conversion degree of the cathode, and
cel is the concentration of the electrolyte. All these
variables are dimensionless. R is the universal gas con-
stant.

2.4. Battery Cell Selection

In this study, 18650-type cylindrical lithium-ion cells
were used. The properties are detailed in Table 2.

Table 2. Properties of the 18650 lithium-ion cell [26]

Parameters Units Value
Diameter mm 18.4
Height mm 65
Nominal capacity Ah 2.15
Nominal voltage V 3.62
Maximum charge rate - 1 C
Maximum discharge rate - 4.65 C
Internal resistance m · Ω 35
Density kg/m3 1852
Heat capacity J/kg · K 1200
Thermal conductivity -
Axial W/m · K 0.2
Radial W/m · K 37.6

Figure 2 illustrates the main components of the
18650 lithium-ion battery used in this study. The bat-
tery features a diameter of 18.4 mm, an anode height
of 2 mm, a cathode height of 3 mm, and an active zone
of 60 mm.

Figure 2. Main components of a lithium-ion battery used
in the MSMD approach

2.5. Cooling systems

The cooling systems proposed in this study include
air, water, and PCM. For the PCM, RT82 is employed,
which consists of pure organic materials capable of stor-
ing and releasing significant amounts of heat through
a solid-to-liquid or liquid-to-solid phase change pro-
cess [32]. The properties of the RT82 PCM are detailed
in Table 3.

Table 3. Properties of the RT82 PCM [32]

Thermophysical
Units Valueproperties

Density (solid) kg · m−3 950
Density (liquid) kg · m−3 770
Specific heat J · (kg−1 · K−1) 2000
Thermal conductivity W · (m−1 · K−1) 0.2
Latent heat J/kg 176000
Dynamic viscosity kg/m ·s 0.03499
Temperature (solid) K 350.15
Temperature (liquid) K 358.15
Thermal expansion

1/K 0.001coefficient

2.6. Geometric arrangements of the cells

The geometries used in this study were designed using
the Ansys Space Claim module within ANSYS Fluent.

Three geometries, each consisting of sixteen 18650
lithium-ion cells, were proposed with varying arrange-
ments, using three different cooling methods: air, wa-
ter, and PCM RT82. The thermal runaway behavior of
the cells was analyzed using the thermal abuse model
in ANSYS Fluent, which is based on the Multiscale
Multidomain (MSMD) method and incorporates the
empirical NTGK model.
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The ambient and fluid inlet temperature was set at
25 °C, with a convection coefficient of 7 W

m2K between
the casing and the external environment, as recom-
mended by Liu et al. [20]. An inlet velocity of 1.5m

s
was applied for both air and water. The convergence
criterion was defined as residuals reaching values below
1×10−04. For each simulation case, an acrylic box was
used to enclose the batteries. The sixteen cells were
connected in series using the MSMD virtual connec-
tion in ANSYS Fluent, with a time step size of 1 s.
Aluminum was selected as the material to simulate the
anode and cathode.

A structured hexahedral mesh was employed to
achieve an optimal balance between computational
accuracy and efficiency. A mesh independence test was
performed using three different element sizes for each
geometry, selecting the size that maintained a consis-
tent temperature as the number of elements increased.
The number of elements for the various geometries and
the average orthogonal quality are presented in Ta-
ble 4. The values of the orthogonal quality parameter
indicate that the mesh quality is excellent.

Table 4. Mesh Characteristics

Geometries
Number of Average orthogonal
elements quality

Geometry 1 269930 0.79
Geometry 2 201794 0.80
Geometry 3 249264 0.80

For the natural convection case, the PRESTO!
method was employed for pressure discretization, while
a COUPLED scheme was utilized for pressure-velocity
coupling.

Geometry 1 features an irregular diamond shape
(Figure 3) with a row separation of 48 mm and a
column separation of 38 mm. Geometry 2 adopts an
irregular octagonal shape (Figure 6) with both row
and column separations set at 24 mm. Geometry 3
also exhibits an irregular octagonal shape (Figure 9)
but with a row separation of 38 mm and a column
separation of 48 mm.

Figure 3. Cell arrangement for Geometry 1

Figures 3, 4 and 5 illustrate the numbered arrange-
ment of the cells, the configuration of the spaces be-

tween the cells and the casing, and the direction of
coolant flow for Geometry 1, respectively. Similarly,
Figures 6, 7 and 8 depict these features for Geometry
2, while Figures 9, 10 and 11 present the corresponding
details for Geometry 3.

This study was conducted using a laptop with a
Ryzen 7 processor (7.8 GHz) and 16 GB of RAM.

Figure 4. Geometry 1: Dimensions

Figure 5. Geometry 1: Coolant flow

Figure 6. Cell arrangement for Geometry 2

Figure 7. Geometry 2: Dimensions
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Figure 8. Geometry2: Coolant flow

Figure 9. Cell arrangement for Geometry 3

Figure 10. Geometry 3: Dimensions

Figure 11. Geometry 3: Coolant flow

3. Results and discussion

Figure 12 presents a representative graph illustrating
the cooling process of a cell using air, demonstrating
that steady-state conditions are achieved by the end
of the process.

Figure 13 illustrates a typical pattern of thermal
runaway, where a minor temperature increase after 505
seconds triggers an uncontrolled chain reaction, result-
ing in an exponential rise in the system’s temperature.
This phenomenon is particularly critical in lithium-ion
batteries, as it can lead to catastrophic failures if not
effectively managed.

Figure 12. Cooling dynamics of a battery. Air cooling
with forced convection, ambient and inlet temperature of
25°C, and inlet velocity of 1.5 m

s

Figure 13. Characteristic temperature profile of thermal
runaway in a cell. Air cooling, with an inlet temperature
to the module of 47°C and velocity of 1.5 m

s

3.1. Air cooling

Figure 14 illustrates the temperature profiles of the
cells in Geometry 1 under natural convection air cool-
ing. This method fails to prevent thermal runaway,
with Cell 16 being the first to exhibit this phenomenon
at 258 seconds. Figure 15 depicts the temperature
distribution across the cells.

Figure 16 presents the results for Geometry 2 with
natural convection air cooling, which fails to prevent
thermal runaway. Cells 15 and 16 are the first to exhibit
this abnormal condition, occurring after 228 seconds.
The temperature distribution across the cells is de-
picted in Figure 17.
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Figure 14. Geometry 1. Air cooling under natural convec-
tion

Figure 15. Geometry 1. Cell temperature at 287 s through
natural air convection

Figure 16. Geometry 2. Air cooling under natural convec-
tion

Figure 17. Geometry 2. Cell temperature at 258 s through
natural air convection

Figure 18 illustrates the battery temperature pro-
files for Geometry 3 under natural convection air cool-
ing, with Cell 15 being the first to undergo thermal
runaway after 255 seconds. The temperature distribu-
tion across the cells is more clearly depicted in Figure
19, highlighting that the central cells experience the
most significant temperature increases.

Figure 18. Geometry 3. Air cooling through natural con-
vection

Figure 19. Geometry 3. Cell temperature at 292 s through
natural air convection

Figure 20 illustrates the temperature curves for
Geometry 1 under forced convection air cooling, which
successfully prevents thermal runaway. Cell 5 reaches
the highest temperature of 156.98°C within 35 seconds.
Figure 21 depicts the temperature distribution across
the cells, highlighting insufficient cooling in the cells
located at the extremes.

Figure 20. Geometry 1. Forced air convection
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Figure 21. Geometry 1. Cell temperature at 2000 s
through forced air convection

Figure 22 presents the temperature evolution of
the cells for Geometry 2 under forced convection air
cooling, which effectively inhibits thermal runaway.
Cell 3 reaches the highest temperature of 157.30°C
within 33 seconds. Figure 23 depicts the temperature
distribution within the module, indicating that cells
located near the air inlet are better cooled compared
to those positioned near the air outlet.

Figure 22. Geometry 2. Forced air convection

Figure 23. Geometry 2. Cell temperature at 2000 s
through forced air convection

Figure 24 illustrates the results for Geometry 3
under forced convection air cooling, which successfully

prevents thermal runaway. However, a greater temper-
ature gradient is observed between neighboring cells
compared to Geometry 2. Cell 13 reaches the highest
temperature of 159.31°C within 56 seconds. Figure 25
depicts the temperature distribution across the cells,
showing that those in the central zone of the module
benefit from better cooling.

Figure 24. Geometry 3. Forced air convection

Figure 25. Geometry 3. Cell temperature at 2000 s
through forced air convection

3.2. Water cooling

Figure 26 depicts the temperature decay of the cells
in Geometry 1, with water cooling via natural convec-
tion successfully inhibiting thermal runaway. Cell 16
reaches the highest temperature of 155.90°C within 27
seconds. Figure 27 illustrates the temperature distribu-
tion across the cells, demonstrating an almost uniform
temperature profile.

Figure 26. Geometry 1. Water cooling with natural con-
vection
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Figure 27. Geometry 1. Cell temperature at 3600 s
through natural water convection

Figure 28 illustrates the thermal behavior of the
cells in Geometry 2 under water cooling via natural
convection, which effectively prevents thermal runaway.
Cell 16 reaches the highest temperature of 156.09°C
within 29 seconds. Figure 29 shows the temperature
distribution across the cells, demonstrating a uniform
profile.

Figure 28. Geometry 2. Water cooling through natural
convection

Figure 29. Geometry 2. Cell temperature at 3600 s
through natural water convection

Figure 30 presents the results for Geometry 3 with
water cooling via natural convection. Cell 7 reaches
the highest temperature of 156.19°C within 29 seconds,
with no occurrence of thermal runaway. Figure 31 il-
lustrates the uniform temperature distribution across
the batteries.

Figure 30. Geometry 3. Water cooling with natural con-
vection

Figure 31. Geometry 3. Cell temperature at 3600 s
through natural water convection

Figure 32 illustrates the temperature profiles of
selected cells in Geometry 1 with water cooling via
forced convection. All cells reach a steady-state condi-
tion, effectively inhibiting thermal runaway. Figure 33
depicts a uniform temperature distribution across the
cells.

Figure 32. Geometry 1. Water cooling via forced convec-
tion

Figure 33. Geometry 1. Cell temperature at 2000 s
through forced water convection
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Figure 34 illustrates the cell temperature profiles
for Geometry 2 with water cooling via forced convec-
tion. This cooling method effectively prevents thermal
runaway, allowing the system to reach a steady-state
condition.

Figure 34. Geometry 2. Water cooling via forced convec-
tion

Figure 35 depicts the temperature distribution
across the cells, demonstrating a uniform pattern.

Figure 35. Geometry 2. Cell temperature at 2000 s
through forced water convection

Figure 36 presents the results for Geometry 3 with
water cooling via forced convection. In this scenario,
thermal runaway is effectively inhibited, and a steady-
state condition is achieved.

Figure 36. Geometry 3. Water cooling, forced convection

Figure 37 illustrates the temperature distribution
across the cells, highlighting negligible temperature
gradients.

Figure 37. Geometry 2. Cell temperature at 2000 s
through forced water convection

3.3. Cooling by PCM (RT82)

Figure 38 illustrates the thermal behavior of Geometry
1 with cooling with PCM (RT82), which successfully
prevents thermal runaway. Cell 16 reaches the highest
temperature of 161.40°C within 61 seconds, followed
by a temperature decay. Figure 39 depicts a uniform
temperature distribution across the cells.

Figure 38. Geometry 1. Cooling by PCM (RT82)

Figure 39. Geometry 1. Cell temperature at 3600 s, cooled
by PCM (RT82)

Figure 40 illustrates the cell temperature profiles
for Geometry 2 using cooling with PCM (RT82). In
this case, thermal runaway is also effectively prevented,
with Cells 15 and 16 reaching the highest temperature
of 161.71°C within 74 seconds. Figure 41 depicts the
temperature distribution across the cells, demonstrat-
ing a uniform pattern.
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Figure 40. Geometry 2. Cooling by PCM (RT82)

Figure 41. Geometry 2. Cell temperature at 3600 s, cooled
by PCM (RT82)

Figure 42 presents the results for Geometry 3 using
cooling with PCM. Cell 15 reaches the highest tem-
perature of 161.46°C within 59 seconds, followed by a
temperature decay.

Figure 42. Geometry 3. Cooling by PCM (RT82)

Figure 43 illustrates that the temperature distribu-
tion across the cells remains uniform, consistent with
the other geometric configurations using PCM.

The phenomenon of thermal runaway plays a criti-
cal role in selecting the cooling system and geometric
arrangement of battery cells, as its mitigation is highly
dependent on these parameters. Consequently, numer-
ous studies have addressed this issue. For instance,
Zhou et al. [17] successfully prevented the propaga-
tion of thermal runaway, maintaining the temperature
below 185°C, with temperatures exceeding 60°C for
only 14 seconds. Similarly, Ouyang et al. [16] reduced
the maximum temperature of 18650-type batteries
from 740.35°C to 55.19°C, effectively preventing ther-
mal runaway. In another study, Alghamdi et al. [18]

employed paraffin-based PCM, achieving an average
temperature of 85°C.

Figure 43. Geometry 3. Cell temperature at 3600 s, cooled
by PCM (RT82)

4. Conclusions

A numerical study was conducted to analyze the cool-
ing performance of battery cells within a module uti-
lizing air, water, and phase change material (PCM) as
cooling methods. Three distinct geometric configura-
tions of the battery module were proposed to evaluate
their effectiveness in inhibiting thermal runaway.

Among the geometries analyzed, none of the three
configurations successfully prevented thermal runaway
when cooled using natural air convection. However,
the phenomenon was effectively inhibited when water
and PCM RT82 were employed as the cooling medium.
For water cooling, Geometry 1 proved to be the most
efficient, with a maximum temperature of 155.90°C.
Similarly, when PCM RT82 was used, Geometry 1
also demonstrated the best performance, reaching a
maximum temperature of 161.40°C.

Using forced air convection, Geometry 1 emerged as
the most efficient configuration, achieving a maximum
temperature of 156.98°C. Similarly, with water cool-
ing, Geometry 1 demonstrated superior performance,
effectively reducing the temperature from 150°C to
25.06°C.

Based on the results obtained, it can be concluded
that Geometry 1 is the most efficient configuration for
thermal management in the studied scenarios.

Among the three cooling systems analyzed in this
study, water proved to be the most efficient in prevent-
ing thermal runaway. This efficiency is attributed to
its high heat capacity and thermal conductivity, which
enable effective heat distribution and dissipation.

A key limitation of this study is the limited number
of cells analyzed. To address this, future work should
incorporate models with more diverse geometric con-
figurations and a larger number of cells to improve the
robustness of the findings. Additionally, future research
should evaluate the effects of indirect contact between
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cells and the coolant, as well as explore alternative
types of phase change materials (PCM).

This study provides valuable insights into the ther-
mal runaway phenomenon, aiding in the development
of more effective cooling systems to prevent it.
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Abstract Resumen
The early detection of diabetic retinopathy remains
a critical challenge in medical diagnostics, with deep
learning techniques in artificial intelligence offering
promising solutions for identifying pathological pat-
terns in retinal images. This study evaluates and com-
pares the performance of three convolutional neural
network (CNN) architectures ResNet-18, ResNet-50,
and a custom, non-pretrained CNN using a dataset of
retinal images classified into five categories. The find-
ings reveal significant differences in the models’ abil-
ity to learn and generalize. The non-pretrained CNN
consistently outperformed the pretrained ResNet-18
and ResNet-50 models, achieving an accuracy of 91
% and demonstrating notable classification stability.
In contrast, ResNet-18 suffered severe performance
degradation, with accuracy dropping from 70 % to
26 %, while ResNet-50 required extensive tuning to
improve its outcomes. The non-pretrained CNN ex-
celled in handling class imbalances and capturing
complex diagnostic patterns, emphasizing the poten-
tial of tailored architectures for medical imaging tasks.
These results underscore the importance of design-
ing domain-specific architectures, demonstrating that
model complexity does not necessarily guarantee bet-
ter performance. Particularly in scenarios with limited
datasets, well-designed custom models can surpass
pre-trained architectures in diagnostic imaging appli-
cations.

La detección temprana de la retinopatía diabética
representa un desafío crítico en el diagnóstico médico,
donde el aprendizaje profundo dentro del campo de
la inteligencia artificial emerge como una herramienta
prometedora para optimizar la identificación de pa-
trones patológicos en imágenes retinales. Este estudio
evaluó comparativamente tres arquitecturas de re-
des neuronales convolucionales ResNet-18, ResNet-50
y una CNN personalizada o no-preentrenada para
clasificar imágenes de retinopatía diabética en un
conjunto de datos de imágenes agrupadas en cinco
categorías, revelando diferencias significativas en su
capacidad para aprender y generalizar. Los resultados
demostraron que la arquitectura de red neuronal con-
volucional no-preentrenada superó consistentemente
a los modelos preentrenados basados en ResNet-18
y ResNet-50, alcanzando una precisión del 91 % y
una notable estabilidad en la clasificación. Mientras
ResNet-18 mostró limitaciones severas, degradándose
de un 70 % a un 26 % de precisión, y ResNet-50
requirió ajustes para mejorar su rendimiento, la CNN
no preentrenada exhibió una capacidad sobresaliente
para manejar el desbalance de clases y capturar pa-
trones diagnósticos complejos. El estudio subraya la
importancia de diseñar arquitecturas específicamente
adaptadas a problemas médicos, destacando que la
complejidad no garantiza necesariamente un mejor
desempeño, y que un diseño cuidadoso puede superar
modelos preentrenados en tareas de diagnóstico por
imagen cuando la cantidad de datos con que se cuenta
es limitada.

Keywords: diabetic retinopathy, blindness, detection,
artificial intelligence, convolutional neural networks,
image analysis

Palabras clave: retinopatía diabética, ceguera, de-
tección, inteligencia artificial, redes neuronales con-
volucionales, imágenes oculares.
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1. Introduction

The retina, located at the back of the eye, is a vital
layer of light-sensitive cells essential for vision. Unfor-
tunately, it is susceptible to various diseases, among
which diabetic retinopathy (DR) stands out as one of
the most common and serious conditions (Figure 1).
DR is an ocular complication of diabetes, character-
ized by damage to the blood vessels in the retina [1].
This vascular damage can lead to several pathological
issues, including:

• Obstruction of blood flow. Blocked blood ves-
sels hinder sufficient blood supply to the retina,
potentially resulting in the death of retinal cells
and subsequent vision loss.

• Blood leakage. Damaged blood vessels may
leak blood and other fluids into the retina, caus-
ing swelling and blurred vision.

• Growth of abnormal blood vessels. As a
response to oxygen deprivation, the retina can
develop new abnormal blood vessels which may
be fragile and prone to bleeding.

Figure 1. Diabetic retinopathy

Diabetic retinopathy (DR) is more prevalent among
individuals with type 1 and type 2 diabetes, particu-
larly those who fail to maintain adequate blood sugar
control [2]. Additional risk factors include hypertension,
hypercholesterolemia, smoking, overweight or obesity,
and pregnancy. In its early stages, DR often presents
without noticeable symptoms.

However, as the disease progresses, symptoms
may manifest, including blurred vision, dark spots or
floaters, difficulty seeing at night, distorted vision, and
even vision loss. Early detection and timely treatment
are essential to prevent permanent vision impairment.
Therefore, regular eye examinations are strongly rec-
ommended for individuals with diabetes, particularly
those with additional risk factors, to facilitate early
intervention and management.

Computer science focuses on designing and devel-
oping systems and algorithms capable of performing
tasks that typically require human intelligence, such as
learning, perception, reasoning, and problem-solving.
This discipline forms the foundation of artificial intelli-
gence (AI) [3]. AI integrates techniques from computer
science, statistics, logic, and mathematics to create
systems that can autonomously learn from data and
enhance their performance in real time.

Artificial intelligence (AI) has emerged as a promis-
ing tool for DR detection. Machine Learning algorithms
can analyze retinal images and identify subtle patterns
indicative of the disease. This technology holds signifi-
cant potential to enhance the accuracy and efficiency
of DR diagnosis, enabling earlier detection and facili-
tating timely interventions.

DR is a severe complication of diabetes that can
lead to vision loss if left untreated. Early detection
and timely intervention are critical to preventing dis-
ease progression and mitigating its impact. Artificial
intelligence (AI) has emerged as a promising tool to
enhance the detection of DR, offering more precise
and efficient diagnostic capabilities and contributing
to the preservation of visual health in individuals with
diabetes.

Predictive models, which provide forecasts for di-
chotomous outcomes (distinct yet complementary re-
sults), are widely utilized in medical applications. Fig-
ure 2 illustrates an evaluation of the most relevant
models employed in this domain [4]. Deep learning, a
prominent field within artificial intelligence, enables
machines or computers to learn and analyze data in
a manner akin to human intelligence [5]. This study
examines the behavior of various deep learning-based
models, highlighting their capability to leverage multi-
ple processing layers to facilitate learning from data
representations at multiple levels of abstraction [6].

Figure 2. Deep learning model

Numerous pre-trained ResNet implementations are
available across various machine learning frameworks,
including TensorFlow, PyTorch, Keras, and MXNet.
Each framework offers its own variants and specific
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optimizations, making the selection of an appropri-
ate pre-trained ResNet model crucial for addressing
a particular task. Key factors to consider when se-
lecting a model include the size and complexity of
the dataset, the nature of the task (e.g., classification,
object detection, or segmentation), and the computa-
tional resources available.

The variety of pre-trained ResNet architectures
available is extensive, offering a range of options tai-
lored to different tasks and requirements. Selecting the
appropriate pre-trained ResNet model depends on the
specific objectives of the project and the characteristics
of the problem to be addressed. For this study, which
focuses on disease recognition through the analysis of
ocular images using supervised learning in a classifi-
cation framework, ResNet models were chosen due to
their demonstrated acceptable performance in prior
studies involving other types of images. This research
evaluates the performance of artificial neural network
models, specifically pre-trained convolutional neural
networks (CNNs) such as ResNet-18 and ResNet-50,
as depicted in Figure 3.

Figure 3. CNN model

2. Materials and methods

2.1. Methodology

Deep learning (DL), a subfield of Machine Learning
(ML), represents more than a mere analysis technique
(Figure 4). It is a comprehensive methodology that
encompasses the entire data science pipeline, includ-
ing data collection, preparation, exploration, modeling,
and evaluation. This approach enables the identifica-
tion of patterns, the generation of predictions, and
informed decision-making. Unlike traditional statisti-
cal methods, which rely on predefined rules and static
models, ML employs algorithms that learn directly
from the data. These algorithms adapt to the data’s
complexity and evolve over time, improving perfor-
mance as they are exposed to larger and more diverse
datasets. This adaptability is particularly evident in
models based on artificial neural networks, which com-
prise numerous interconnected neurons organized into
layers. These networks follow a hierarchical structure,
as depicted in Figure 5.

Figure 4. Analysis technique - ML

Figure 5. Analysis technique - ML

2.2. The data set

The study dataset utilized in this research comprises
3,662 retinal images sourced from the Kaggle AP-
TOS 2019 Blindness Detection (BD) online community.
These images are classified based on the severity of di-
abetic retinopathy, categorized as no diabetic retinopa-
thy, mild, or severe diabetic retinopathy.

Table 1 provides an overview of the dataset, which
consists of 3,662 medical images sourced from the Kag-
gle online community.

Table 1. Medical image segmentation

Type Name Number of images Percentage
0 No DR 1805 49.29%
1 Mild 370 10.10%
2 Moderate 999 27.28%
3 Severe 193 5.27%
4 Proliferative 295 8.06%

Total 3662 100%
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2.3. Treatment and adjustment of images

Due to variations in acquisition conditions and equip-
ment, many images in the dataset display differences
in retinal alignment and quality. To address these
inconsistencies and enable the models to learn net-
work properties more efficiently, an image-processing
method was implemented using the OpenCV library
in Python.

The preprocessing steps included Gaussian blurring
and circular cropping. A contour was drawn around
each image, followed by the application of a Gaussian
filter. This process reduces high-frequency components,
enhancing the clarity of key features in each image
and improving their suitability for analysis.

2.4. Description of the variables

Figure 6 illustrates the different levels of diabetic
retinopathy (DR), which are categorized as follows:

• Level 0 (No DR). This level indicates a non-
pathological state, meaning the absence of dia-
betic retinopathy.

• Level 1 (Mild). This stage is characterized
by mild non-pathological diabetic retinopathy,
where microaneurysms (red spots) are present.
These microaneurysms are the source of hard
exudates, which appear as high-contrast yellow
spots.

• Level 2 (Moderate). At this stage, blood ves-
sel distortion and swelling may occur, potentially
compromising their ability to transport blood
effectively.

• Level 3 (Severe). This stage is marked by
significant blockage of blood vessels, leading to
impaired blood supply to the retina.

• Level 4 (Proliferative). This is the most ad-
vanced stage, characterized by the secretion of
growth factors by the retina, stimulating the pro-
liferation of new blood vessels. These abnormal
vessels grow within the retina and extend into
the vitreous gel, filling the eye.

Figure 6. Types of retinopathies

Each stage of diabetic retinopathy has distinct char-
acteristics and properties. However, during analysis,

clinicians may overlook certain details, which could
increase the likelihood of an incorrect diagnosis.

2.5. Analysis of data

Initially, the images were downloaded and uploaded
to Google Drive. Subsequently, they were organized
into directories corresponding to each level of diabetic
retinopathy, ensuring accurate differentiation. The crit-
ical factor for verifying the correctness of the results
lies in the data associated with each retinal image,
which is securely stored in the cloud.

The dataset stored in the cloud was used to enable
algorithms in Google Colab to access the necessary
information for training. The correctness of the results
is determined by comparing the output of the classifier
model or algorithm with the information available in
the cloud. If the results match, it can be concluded
that the classification is accurate; otherwise, the re-
sult is deemed incorrect. Once the training of each
algorithm is completed and the results are obtained,
a comparative analysis is conducted to evaluate their
performance and identify the most efficient algorithm
for solving the proposed problem.

Classification problems in machine learning are
broadly divided into two main categories: binary prob-
lems and multi-class problems. The key distinction
lies in the number of classes the model is required to
identify within the data. In the case of binary prob-
lems, the model distinguishes between only two classes.
These problems are characterized by simplicity, as bi-
nary models are generally easier to train and interpret
due to the limited number of classes involved. Under-
standing the model’s decisions is also more straight-
forward, as there are only two possible outcomes. In
contrast, multi-class classification involves distinguish-
ing between more than two classes, increasing the
complexity of the task. These problems are more chal-
lenging to train and interpret due to the larger number
of classes and the intricate relationships between them.
Convolutional neural networks (CNNs) are particu-
larly well-suited for solving multi-class problems, but
interpreting the decisions of such models can be more
difficult, given the wider range of potential outcomes.

2.6. Validation metrics

Confusion matrix

The confusion matrix plays a crucial role in identify-
ing errors, enabling both descriptive and analytical
evaluations of classification models. It displays the
various correct and incorrect assignments made by the
model [7]. Using the values provided by the confusion
matrix, key evaluation metrics can be calculated to
assess the model’s performance, as illustrated in Figure
7.
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Figure 7. Confusion matrix

The confusion matrix is an essential tool for vali-
dating neural networks, particularly in classification
tasks. It offers detailed insights into the model’s per-
formance by quantifying the number of correct and
incorrect predictions for each class.

Among the metrics derived from the confusion
matrix and commonly applied to classification tasks
in convolutional neural networks (CNNs) are accu-
racy and loss. These performance metrics are widely
used to evaluate image classification models, both
in pre-trained convolutional neural networks (pre-
trained CNNs) and models developed using scikit-learn
(sklearn). However, it is crucial to understand their
limitations and to use them in conjunction with other
metrics for a more comprehensive evaluation of the
model’s performance.

Accuracy

It represents the proportion of correct predictions made
by the model, calculated as the number of correct pre-
dictions divided by the total number of predictions.
It is an intuitive and straightforward metric to inter-
pret; a high accuracy value indicates that the model
is generally making accurate predictions. Accuracy is
also a useful metric for quickly and easily compar-
ing different models. However, accuracy is sensitive
to the distribution of classes. If one class dominates
the dataset, the model may achieve high accuracy by
predominantly predicting the majority class, even if its
performance on other classes is poor. This limitation
makes accuracy less reliable in the presence of class
imbalance.

Loss

It represents the average error of the model’s predic-
tions and is calculated as the sum of the individual
errors for each prediction. It provides insight into the
magnitude of the error, where a lower loss value indi-
cates that the model is making predictions with smaller
overall errors. Loss plays a crucial role in optimizing
the model. During training, it is used to adjust the
weights of the neural network to minimize error and

improve performance. The interpretation and scale of
the loss depend on the specific loss function used, as
different loss functions may have varying meanings
and scales. However, loss can be influenced by class
imbalance, which should be carefully considered when
evaluating the model’s performance.

For pre-trained convolutional neural networks
(CNNs), the effectiveness of accuracy and loss met-
rics depends on the quality of the pre-trained model
and its suitability for the specific classification task.
Careful selection of the pre-trained network, along
with appropriate hyperparameter tuning, is essential
to optimize performance and ensure accurate evalua-
tion. In models developed using sklearn, accuracy and
loss metrics are directly applicable to classification
tasks. However, it is crucial to account for the specific
characteristics of the model and the classification prob-
lem when selecting appropriate metrics and evaluation
techniques.

The effectiveness and reliability of accuracy and
loss metrics depend on several factors, including the
complexity of the problem, the quality of the data,
the model architecture, and the additional metrics em-
ployed. It is essential to understand the limitations
of these metrics and to use them responsibly in con-
junction with other evaluation methods to ensure a
comprehensive and robust assessment of image classi-
fication models.

2.7. Deep learning models utilized

2.7.1. Pre-trained models

The pre-trained neural networks employed in this study
are based on the residual network (ResNet) architec-
ture, which addresses the problem of gradient degrada-
tion by incorporating residual blocks. A residual block
serves as a fundamental building unit in ResNets and
consists of two paths within the network:

1. Main path: This path includes the convolu-
tional or fully connected layers typical of a deep
neural network.

2. Direct path: This is a direct connection that
bypasses the layers in the main path, adding its
output directly to the output of the main path.

This dual-path structure enables information to
propagate through the network without being dis-
torted by the transformations applied in the main
path. Consequently, it simplifies the learning process
and facilitates the training of much deeper neural net-
works compared to traditional architectures. For this
study, two variants of ResNet were utilized: ResNet-18
and ResNet-50.
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ResNet-18

It is an 18-layer deep convolutional neural network, as
illustrated in Figure 8. Due to its relatively shallow
architecture, ResNet-18 can effectively retain low-scale
features, making it appropriate for serving as a feature
extractor (encoder). The ResNet-18 architecture com-
prises 16 convolutional layers, 2 down sampling layers,
and several fully connected layers [8].

Figure 8. ResNet-18 model

ResNet-50

It is a convolutional artificial neural network with a
depth of 50 layers, as depicted in Figure 9. It can uti-
lize a pre-trained version trained on over one million
images from the ImageNet database [9]. The ResNet-
50 architecture consists of 48 convolutional layers, one
MaxPooling layer, and one average pooling layer. It
requires approximately 3.8 × 109 floating-point opera-
tions.

Figure 9. ResNet-50 Model

2.7.2. Non-pretrained models

The non-pretrained convolutional neural network
(CNN) architecture utilized in this study consists of
three 2D convolutional layers with 8, 16, and 32 filters,
respectively. Each filter has a size of 3 x 3, ensuring
that each convolution operation processes a3pixel x 3
pixel region of the input. The network also includes
three pooling layers, three dense layers with 64, 32,

and 3 neurons, respectively, and two dropout layers,
each with a dropout rate of 15%.

Convolutional neural networks (CNNs) are a type
of artificial intelligence algorithm based on multilayer
neural networks. These networks are designed to learn
and extract relevant features from images, as illus-
trated in Figure 10. CNNs are capable of performing
various tasks, including object classification, detec-
tion, and segmentation [10]. They are a fundamental
component of the field of deep learning [11].

Figure 10. CNN

The Principal Component Analysis (PCA) model
was also utilized in this study. PCA is a highly effective
statistical technique widely applied in fields such as
facial recognition and image compression. It is com-
monly used to identify patterns in high-dimensional
data [12].

The ReLU (Rectified Linear Unit) activation func-
tion was employed in the convolutional neural net-
works (CNNs) used in this study. Its primary role is
to enhance the nonlinear activation properties of the
network without altering the receptive fields of the
convolutional layers [13].

Convolutions

A convolution in an image is a pixel-by-pixel trans-
formation achieved by applying a specific operation
defined by a set of weights, commonly referred to as
a filter. The convolutional layer in a neural network
consists of a collection of learnable filters. Each filter
is spatially small in terms of width and height but ex-
tends across the entire depth of the input volume [14].

Submapping

The pooling layer, also referred to as the subsampling
layer, serves to progressively reduce the spatial dimen-
sions of the representation, as illustrated in Figure 11.
This reduction minimizes the number of parameters
and computational complexity within the network [14].

Figure 11. Submapping
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Pooling layer

The pooling layer is utilized to reduce the dimensions of
the feature maps, with the primary objective of decreas-
ing processing times while preserving the most critical
information. This dimensionality reduction helps miti-
gate overfitting in the network and introduces a degree
of translation invariance [15].

Retinographies

Retinography is a diagnostic procedure that captures
a non-invasive, painless color image of the fundus of
the eye [16].

How CNNs work

Convolutional Neural Networks (CNNs) operate
through machine learning [17] and supervised learn-
ing [18], leveraging several key components that func-
tion in an integrated manner. The core of CNNs lies
in their convolutional layers, which perform convolu-
tion operations to analyze input images using small
filters (kernels). These filters extract relevant features,
such as edges, textures, and patterns, through matrix
multiplication. By sliding across the image, the filters
generate convolutional feature maps [19].

Activation functions

Following the convolution operation, a nonlinear ac-
tivation function, such as the Rectified Linear Unit
(ReLU), is applied. This introduces nonlinearity into
the model, enabling it to capture and extract more
complex features.

Pooling layers

These layers are employed to reduce the dimensional-
ity of feature maps by summarizing the information
extracted by the convolutional layers. This operation
is typically performed using techniques such as max
pooling or average pooling, which effectively reduce the
size of the features while retaining their most relevant
information.

Fully connected layers

After passing through multiple convolutional and pool-
ing layers, the extracted information is flattened and
fed into one or more dense (fully connected) layers.
These layers perform classification or regression opera-
tions to generate the final output.

Regularization

To prevent overfitting and enhance the generalization
capabilities of the model, regularization techniques are
employed. These include methods such as dropout,

which randomly deactivates neurons during training
to reduce reliance on specific features, and batch nor-
malization, which normalizes the activations of inter-
mediate layers.

Loss function and optimization

During training, a loss function is employed to quantify
the discrepancy between the model’s predictions and
the actual labels. Optimization algorithms, such as
stochastic gradient descent (SGD) and its variants, are
then used to minimize this loss. By iteratively adjust-
ing the weights of the neural network, these algorithms
enhance the model’s performance and predictive accu-
racy.

3. Results and discussion

ResNet (Residual Networks) addresses degradation is-
sues in deep neural networks by introducing residual
blocks. The primary differences among ResNet models
lie in their depth, the size of the residual blocks, learn-
ing capacity, and computational cost. The training
process was conducted in two phases, incorporating
both the pre-trained ResNet models and the non-pre-
trained CNN. This was performed using a dataset with
imbalanced class distributions.

Phase-1

As shown in Table 2, during the training of the ResNet-
18 model, the loss on the training set was observed
to be 86%, while the validation loss (val_loss) was
significantly higher, reaching 194%. This was accompa-
nied by an accuracy of 60% and a validation accuracy
(val_accuracy) of 70%. These results indicate potential
calibration issues, early stopping, or improper training
configurations caused by factors such as underfitting,
excessive regularization, non-representative data, or
sampling problems. For the ResNet-50 model, the train-
ing loss was 132%, and the validation loss was 126%,
with training accuracy at 48% and validation accu-
racy at 54%. These metrics suggest challenges related
to the model’s learning and generalization capacity,
possibly due to its increased complexity and computa-
tional requirements. In contrast, the non-pre-trained
CNN demonstrated superior performance, achieving a
training loss of 19% and a validation loss of 22%, with
training and validation accuracies of 92% and 91%, re-
spectively. The alignment of loss and accuracy metrics
between the training and validation sets indicates that
this model is generalizing well and effectively learning
from the data.

As shown in Figure 12, a significant number of sam-
ples were classified into class 0 (No DR) with a count
of 330. Class 1 (Mild) contained 19 samples, class 2
(Moderate) included 87 samples, class 3 (Severe) had
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20 samples, and class 4 (Proliferative) comprised 35
samples.

Table 2. Training and validation phase-1

ResNet-18 ResNet-50 CNN
Loss in training

0.86 1.32 0.19(loss)
Training precision 0.6 0.48 0.92(accuracy)
Loss in validation 1.94 1.26 0.22(val_loss)
Validation precision

0.7 0.54 0.91(val_accuracy)

Figure 12. Confusion matrix ResNet18

Phase-2

In Phase-2, a series of adjustments were made to the hy-
perparameter configurations of the ResNet-18, ResNet-
50, and non-pretrained CNN models to develop a ro-
bust and consistent model. As indicated in Table 3, the
ResNet-based models showed no notable improvements
compared to the results obtained in Phase-1. In con-
trast, the non-pretrained CNN model demonstrated
significant enhancement in performance and precision,
achieving an accuracy of 94%, a validation accuracy
(val_accuracy) of 93%, a loss of 18%, and a validation
loss (val_loss) of 19%. These metrics indicate effective
generalization of the acquired knowledge, with con-
sistent and reliable results. The non-pretrained CNN
model clearly outperformed the ResNet-based models
and proved to be a superior and more suitable choice
for predicting Hepatic Retinopathy.

Table 3. Training and validation phase-2

ResNet-18 ResNet-50 CNN
Loss in training

0.83 0.065 0.18(loss)
Training precision 0.68 0.48 0.94(accuracy)
Loss in validation 1.88 0.2 0.19(val_loss)
Validation precision

0.26 0.83 0.93(val_accuracy)

As depicted in Figure 13, a large number of samples
were classified into class 0 (No DR), with a count of
351. Class 1 (Mild) included 8 samples, class 2 (Mod-
erate) comprised 162 samples, class 3 (Severe) had 25
samples, and class 4 (Proliferative) accounted for 23
samples.

Figure 13. Confusion matrix ResNet50

The results obtained from the ResNet-based mod-
els raise several issues for discussion. The high loss
observed in both training and validation phases may
be attributed to the class imbalance within the dataset.
Additionally, the combination of low accuracy values
and high loss suggests that the models are not learning
effectively from the data. This could be due to a lack
of convergence or suboptimal hyperparameter configu-
rations, leading to underfitting. Although ResNet-50
is inherently more powerful than ResNet-18 due to its
greater depth and capacity, it may not be adequately
suited or sufficiently tailored to the specific problem
at hand.

The loss and accuracy indicators observed in Phase-
1 and Phase-2 underscore the effectiveness of the non-
pretrained CNN model. The high accuracy in both the
training and validation sets suggests that the model
successfully captures the patterns within the data and
generalizes the acquired knowledge effectively. The
minimal discrepancy between the training accuracy
and validation accuracy (val_accuracy) is within ac-
ceptable limits and may be attributed to noise in the
data or slight variations between the training and vali-
dation datasets.

The proposed approach for diabetic retinopathy
detection offers significant advantages through its rig-
orous benchmarking of multiple neural network archi-
tectures. This process provides a comprehensive under-
standing of how various artificial intelligence models
address a complex medical problem. The methodology
is particularly notable for its ability to highlight the
strengths and limitations of each architecture, demon-
strating that increased model complexity does not
necessarily translate into superior performance. The
non-pretrained CNN emerged as a highly innovative
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solution, achieving consistent accuracy exceeding 90%,
robust generalization capabilities, and efficient han-
dling of class imbalance key factors in diagnosing dis-
eases characterized by rare but potentially severe pre-
sentations.

Despite its strengths, the proposed approach has
notable limitations that warrant consideration. The
reliance on a specific neural network architecture may
restrict the transferability of the solution to other med-
ical contexts, as the design is highly tailored to the
dataset used in this study. Furthermore, the research
highlighted the challenges faced by pre-trained mod-
els, such as ResNet-18 and ResNet-50, in adapting to
medical datasets with complex and intricate features.
This underscores the need for additional strategies, in-
cluding advanced resampling techniques, weighted loss
functions, and the augmentation of domain-specific
data. These complexities introduce a more labor in-
tensive development process, necessitating specialized
expertise in both machine learning and the specific
medical domain.

4. Conclusions

This analysis provided critical insights into the perfor-
mance of various artificial intelligence models for the
detection of diabetic retinopathy, highlighting signifi-
cant variability among the evaluated neural network
architectures [20].

ResNet-18 demonstrated critical limitations, with
accuracy declining dramatically from an initial 70% to
26% in the final phase, underscoring its inadequacy for
handling the complexity of medical image classification.
In contrast, ResNet-50 exhibited a more robust learn-
ing capacity, achieving substantial improvement and
reaching 83% accuracy in the final phase, emphasizing
the importance of tuning and adaptation.

The non-pretrained CNN emerged as the most ef-
fective solution, consistently maintaining high levels
of accuracy, nearing 91%, across both training phases
and significantly outperforming the pre-trained models.
This architecture achieved a training accuracy of 92%
and a validation accuracy (val_accuracy) of 91% from
the outset. Its stability across metrics and low valida-
tion loss (val_loss: 0.19 in Phase 2) demonstrated its
capability to capture the necessary patterns for accu-
rate image classification [21]. These results highlight
that a carefully designed, simpler architecture can out-
perform more complex models in terms of efficiency
and accuracy for specific problems.

Class imbalance was identified as a critical fac-
tor, particularly affecting the performance of the pre-
trained ResNet models. The non-pretrained CNN han-
dled this challenge remarkably well, suggesting that
thoughtful architectural design can overcome the struc-
tural limitations of more complex models. While the

non-pretrained CNN successfully managed class imbal-
ance, ResNet-18 and ResNet-50 struggled, particularly
during the early training phases. This emphasizes the
importance of implementing additional strategies, such
as weighted loss functions, data augmentation, or ad-
vanced resampling techniques, to mitigate the impact
of imbalance and enhance the performance of more
complex models. Ensuring high-quality retinography
images [?] is also crucial to avoid inconsistencies during
the training phase.

Future research should focus on advanced strate-
gies to manage class imbalance in medical datasets,
addressing one of the most significant challenges iden-
tified in this study. These efforts should aim to create
methodologies that ensure a more balanced represen-
tation of different image categories, particularly for
minority classes that are critical to diagnosing diabetic
retinopathy.

Proposed strategies include developing advanced
resampling techniques, such as SMOTE, designing cus-
tom loss functions that dynamically weight classes,
and creating data augmentation methods specifically
tailored to medical images. These approaches aim not
only to enhance model accuracy but also to improve
their ability to detect rare yet clinically significant
cases, representing a substantial advancement in the
application of artificial intelligence to medical diagno-
sis.

The relevance of this work lies in its potential to
transform AI systems capabilities for handling com-
plex and imbalanced datasets, particularly in medical
contexts where early and accurate detection is crucial
for effective treatment. This direction offers promis-
ing avenues for improving diagnostic precision and
addressing critical challenges in medical imaging.
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Abstract Resumen
This study presents the design and implementation
of an interactive, user-friendly electronic meter for en-
ergy consumption measurement. The proposed system
serves as an educational tool for teaching electrical in-
stallations, offering a practical and hands-on learning
experience. The primary objective is to develop an in-
teractive meter tailored for residential use, capable of
providing real-time feedback on energy consumption.
Its deployment in educational institutions enhances
the comprehension of technical concepts, while also
proving beneficial in community outreach workshops
focused on residential electrical systems. The sys-
tem consists of a battery-powered setup featuring an
ESP32 module for voltage and current data acqui-
sition, an SPI-connected LCD screen for local data
visualization, and a WiFi module for real-time data
transmission to a cloud-based database. Designed to
be reproducible, cost-effective, and open source, the
system represents an accessible and versatile solu-
tion for energy monitoring applications. Validation
tests were conducted over five months in both lab-
oratory and residential environments. The results
demonstrated high measurement accuracy, with er-
ror margins below 5% for voltage, current, energy
consumption, and estimated costs. These findings
confirm that the developed interactive energy meter
is a reliable and effective tool for monitoring resi-
dential energy usage while fostering educational and
community-based learning experiences.

Este trabajo presenta el diseño e implementación de
un sistema de medición de consumo de energía eléc-
trica mediante un medidor electrónico interactivo y
amigable para el usuario. Este sistema constituye una
herramienta didáctica para la enseñanza de instala-
ciones eléctricas, ofreciendo una experiencia práctica
y educativa. El objetivo principal es desarrollar un me-
didor interactivo para uso residencial que proporcione
retroalimentación en tiempo real sobre el consumo
energético. Su implementación en instituciones ed-
ucativas no solo facilita la comprensión de conceptos
técnicos, sino que también resulta valiosa en talleres
prácticos de vinculación social enfocados en instala-
ciones eléctricas residenciales. El sistema consta de
una batería, un módulo ESP32 para adquirir datos
de voltaje y corriente, una pantalla LCD conectada
por SPI para visualización local y un módulo wifi que
transmite los datos a una base de datos en la nube.
Su diseño es reproducible, económico y de código
abierto, lo que lo convierte en una solución accesible
y versátil. Pruebas realizadas durante cinco meses en
laboratorios y domicilios validaron su precisión, con
márgenes de error menores al 5% en voltaje, corriente,
energía y costos estimados. Los resultados confirman
que este medidor interactivo es una herramienta efi-
caz, viable e interactiva para el monitoreo energético
en entornos residenciales.

Keywords: database, consumption, energy, electric
energy meter, residential

Palabras clave: base de datos, consumo, energía,
medidor de energía eléctrica, residencial
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1. Introduction

Promoting the efficient use of electricity is a funda-
mental component of a country’s development plans.
Achieving this goal requires effective demand man-
agement, which relies on accurately measuring and
monitoring electricity consumption by end users [1].

In Ecuador, energy savings in the residential sector
remain low. Although some energy efficiency plans
have been implemented, there are no permanent or
long-term initiatives in place [2]. Nonetheless, a signif-
icant portion of the population recognizes the impor-
tance of energy efficiency [3], particularly due to its
potential for reducing electricity costs and achieving
economic savings [4].

Energy-saving practices are often hindered by the
misinterpretation of utility bills [5]. Moreover, these
bills typically lack real-time feedback mechanisms that
enable consumers to evaluate the effectiveness of their
energy-saving efforts [6]. Consequently, even conscien-
tious consumers are unable to receive immediate feed-
back to fully recognize and appreciate the benefits of
adopting improved electricity consumption habits [7].

Technological advances in the design and construc-
tion of energy measurement systems have significantly
progressed. These advancements have led to the devel-
opment of electronic meters that record energy con-
sumption exclusively in kilowatt-hours (kWh). How-
ever, such meters often present challenges for con-
sumers to interpret and fail to effectively raise aware-
ness of electricity usage [8].

Currently, smart meters provide more detailed data
than conventional meters [9]. This enhanced informa-
tion enables consumers to develop better energy con-
sumption habits and facilitates the implementation of
effective energy-saving techniques [10].

Measurement based on continuous monitoring and
data recording provides users with comprehensive in-
sights into energy consumption, including details on
usage quantities, patterns, and associated electricity
costs. This approach facilitates optimal resource man-
agement, identifies system losses, and enables targeted
actions to improve household energy efficiency [11].

In response to these challenges, an interactive elec-
tric energy meter is being developed for the residential
sector. The meter is designed to provide real-time infor-
mation to users through a graphical interface displayed
on an LCD screen. The presented data include energy
consumption, voltage levels, electric current, power,
and estimated monthly billing costs, with a maximum
measurement error of 5%. Furthermore, the system
incorporates a cloud-based database that stores hourly
historical data on electric energy consumption.

This meter is an essential educational tool for pro-
moting knowledge of residential electrical installations.
It facilitates the development of more advanced pro-
totypes with enhanced functionalities, ultimately con-

tributing to the efficient use of electrical energy.

1.1. State of the art

Estrada [12] designed and developed a prototype for
measuring energy consumption, which was validated
in a laboratory setting by collecting data at 3-minute
intervals over a 4-hour period. The study highlighted
the significance of providing households with dynamic
and interactive energy consumption data. Additionally,
it emphasized the limitations of current residential
meters, which require manual readings by an operator.
This process often introduces accuracy errors, leads to
suboptimal service quality, and results in dissatisfac-
tion among residential users.

Samaniego and Velesaca [13] implemented an elec-
tronic energy meter for residential use, noting that a
significant percentage of users paying for electricity
services each month are unaware of the rates charged
by the distribution company. The proposed meter ad-
dresses this issue by sending text messages to users,
ensuring they remain consistently informed about their
energy consumption and associated costs.

Vashist and Tripathi [14] developed and imple-
mented a smart energy meter integrated with real-time
pricing in an Android-based web application. However,
the system lacks daily or monthly measurement ca-
pabilities, which limits the assessment of the device’s
accuracy. Similarly, Patel et al. [15] designed and de-
ployed a smart meter with load-forecasting capabilities
for residential customers. The system utilizes GSM
communication and transmits AT commands via a mi-
crocontroller. However, the operators noted that this
approach may incur higher costs due to the transmis-
sion of messages.

In [16], the design and implementation of an elec-
tronic meter are described, enabling real-time monitor-
ing of electricity consumption. The system allows users
to visualize both current and historical consumption
through a graphical interface on a computer. However,
this study focuses on more generalized residential solu-
tions, in contrast to the device presented in this article,
which employs specific technologies such as ESP32 and
Firebase for cloud-based data logging.

The study conducted by Muñoz et al. [17] focuses
on the design and implementation of an integrated
system for both local and remote monitoring of elec-
tricity consumption across various areas of a household.
This system also measures the current consumed at
one-minute intervals by different loads connected to
the domestic electrical grid. In contrast, the prototype
presented in this work employs open-source technology
and is portable, cost-effective, and easier to replicate in
educational laboratories. Moreover, studies presented
in [18] and [19] examine the implementation of ad-
vanced metering systems, commonly referred to as
smart meters, and address the challenges associated



104 INGENIUS N.◦ 33, january-june of 2025

with promoting responsible electricity consumption.
These findings align with the objectives of this study,
underscoring the importance of accurate measurement
as a fundamental tool for optimizing energy consump-
tion and fostering energy-saving practices through his-
torical data analysis.

Morales and Peña [20] present the design and im-
plementation of a Home Energy Management (HEM)
system within the energy sector in Colombia. The
system monitors the energy consumption of typical
household devices, allowing users to analyze individual
device usage and develop strategies to reduce energy
consumption at home. While both the HEM system
and the prototype proposed in this work promote the
adoption of monitoring technologies to encourage en-
ergy savings, the interactive meter presented here offers
notable advantages: it is cost-effective, user-friendly,
and easy to build. Additionally, its integration of in-
ternet connectivity enhances its applicability in social
and educational contexts, significantly contributing
to the academic and practical development of both
students and end users.

The studies reviewed above emphasize the impor-
tance of household energy consumption measurement
systems. However, none propose the design and imple-
mentation of a cost-effective system that incorporates
energy backup, is easy to replicate, and is simple to op-
erate, while offering real-time data access both locally
(via a touchscreen interface) and digitally (through
a database). The system developed in this work is
intended for academic purposes and has been tested
and validated in a real household over a five-month
period. It aims to serve as a foundation for community
outreach projects and practical workshops, enabling
participants to understand system operation, gain in-
sight into how electricity services are billed in Ecuador,
and adopt measures to promote energy efficiency and
savings. Furthermore, this study provides the complete
technical documentation required to build the meter,
underscoring its contribution to the field of residential
electrical installations.

The system developed in this research can be uti-
lized in classrooms as an educational tool to teach
students about residential electrical installations, serv-
ing as a practical example of a didactic monitoring
system.

Table 1 presents several studies on electricity con-
sumption meters, examining the methods, error cor-
rection techniques, costs, platforms, and technologies
employed. These studies highlight the importance of
implementing such meters in households, even with
basic functionalities, such as real-time reporting of con-
sumption and cost data, to encourage energy-saving
behaviors and promote the rational use of energy by
consumers.

Table 1. Related studies on electricity consumption meters
in the residential sector

Article Analyzed characteristic
[21] Connectivity
[22] Monitoring method
[23] Platforms
[24] Technology
[25] Evolution

Arévalo et al. [26] highlight that limited research
has focused on analyzing the energy consumption
habits of residential users using digital meters that pro-
vide real-time access to historical consumption data.
This capability enables users to take informed actions
to effectively reduce their electricity consumption. Sim-
ilarly, Alahmad et al. [27] emphasize that altering
consumer behavior plays a critical role in reducing resi-
dential energy usage. Their study examines the impact
of digital meters on residential energy consumption
rates in a metropolitan area, raising awareness among
residents about their electricity consumption patterns
and the environmental benefits of energy savings.

Building on these findings, this research aims to
design, develop, and validate a cost-effective and easily
replicable didactic system for measuring and recording
voltage, current, energy consumption, and electricity
billing costs in households. The system is designed to
facilitate knowledge dissemination in the field of resi-
dential electrical installations. To achieve this, low-cost
sensors are employed to monitor the household electri-
cal system, enabling the acquisition of accurate energy
consumption data. The obtained values are compared
with those recorded by conventional meters and mea-
surement instruments, such as multimeters, to verify
the margin of error and ensure the system’s accuracy
and reliability. The system developed in this study can
be further enhanced to improve data accessibility and
reduce costs in similar projects [12–17]. Additionally,
it holds significant educational potential as a prac-
tical tool in university laboratories and educational
centers for teaching residential electrical installations.
By enabling students to understand the operation of
interactive, user-friendly energy consumption meters,
the system fosters the development of strategies to
promote energy efficiency in households.

2. Materials and methods

This section outlines the stages of the project develop-
ment, detailing the materials and methods employed.
The proposed system is divided into two main compo-
nents:

1. Electrical-Electronic system

2. Data measurement and logging system
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Figure 1 illustrates the primary components of the
energy meter developed in this study.

Figure 1. Primary components of the residential didactic
energy meter

2.1. Electrical-Electronic system

The meter’s power supply was designed with an inte-
grated protection system utilizing a fuse. The design
features a transformer that steps down the voltage
from 120 VAC to 12 VAC, paired with a diode bridge
for rectification and battery charging. A relay auto-
matically selects the system’s power source, seamlessly
switching to the battery as the primary power supply
during a power outage. Capacitors ensure a temporary
voltage supply during this transition, maintaining un-
interrupted system operation. Figure 2 illustrates the
electrical schematic of the power supply and charging
system.

Figure 2. Power supply circuit

The design of the conditioning circuits relies on the
EmonLib library [28], which computes active power,
apparent power, power factor, RMS voltage, and RMS
current using discrete-time equations for these param-
eters. Therefore, preserving the alternating signal after
conditioning is essential to ensure accurate measure-
ments.

The alternating voltage and current signals are
sampled by the microcontroller, with both signals ob-
tained through transformers. The conditioning circuits

for these signals share a similar design. For the volt-
age signal, a voltage divider is used to scale it within
the limits permitted by the analog-to-digital converter
(ADC) inputs of the microcontroller. A second voltage
divider introduces a 1.65 VDC offset to the scaled
alternating signal to prevent negative values during
voltage measurement. This offset corresponds to half
of the maximum voltage allowed by the ADC inputs.
Figure 3 illustrates the schematic of the voltage signal
conditioning circuit.

Figure 3. Voltage conditioning circuit

To determine the resistor values for the first voltage
divider, Equation (1) is applied. The maximum output
voltage of the divider (V0) must remain within the
allowable maximum limits of the ADC inputs while
accounting for variations in the grid voltage (Vs).

V0 = VS

(
R2

R1 + R2

)
(1)

Where, Vs is the voltage on the secondary side of
the transformer; R1 is the fixed resistor of the voltage
divider, V0 is the output voltage of the divider, and
R2 is the resistor to be determined.

This circuit ensures that when the grid voltage
reaches its maximum of 129.60 VAC, the microcon-
troller receives an alternating voltage ranging between
2.40 V (maximum) and 0.80 V (minimum). This de-
sign prevents negative voltages while preserving the
integrity of the alternating signal.

For the current conditioning circuit shown in Fig-
ure 4, a load resistor is required on the secondary side
of the current transformer to generate a voltage signal
suitable for sampling. The value of this resistance is
determined using Equation (2).

RL = (NCT )(VCT )
1 (2)
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Where, VCT is the required voltage on the sec-
ondary side of the current transformer; I is the maxi-
mum current to be measured; NCT is the transforma-
tion ratio; and RL is the load resistance.

Figure 4. Current conditioning circuit

This voltage signal obtained across the load resistor
is offset by 1.65 VDC using a voltage divider circuit,
where resistors R5 and R6 each have a value of 30 kΩ.
This configuration ensures that the voltage provided
by the divider is half of the microcontroller’s supply
voltage.

The capacitor C4 provides a low-impedance path,
allowing the AC signal current to flow to ground
(GND)without passing through R6. For a capacitance
of 10 µF and a frequency of 60 Hz, the impedance
is calculated as 265.26 Ω, which is significantly lower
than the resistance of R6.

With the selected resistors and capacitors, the mi-
crocontroller is ensured to receive an alternating volt-
age ranging from a maximum of 2.65 V to a minimum
of 0.65 V when measuring the peak current of 66.72 A
obtained from the load study.

A 32-bit microcontroller, specifically the ESP32
development board, is employed due to its analog
input and digital output capabilities, which enable
seamless integration with various components. Addi-
tionally, the ESP32 features an integrated circuit for
internet connectivity. This microcontroller processes
the voltage and current signals, performs the necessary
calculations to determine the corresponding electri-
cal parameters, and controls the LCD screen to dis-
play the relevant data. Furthermore, it transmits the
information to a cloud database via WiFi. As a 32-
bit system, the ESP32 provides enhanced precision
for floating-point calculations and includes a 12-bit
analog-to-digital converter, offering improved resolu-
tion during the sampling of voltage signals.

With the circuit designs completed, the printed
circuit board (PCB) design, shown in Figure 5, was
created using Easy EDA design software. The design
incorporates several considerations, including connec-
tions for the TFT screen, a ground plane to minimize
electromagnetic interference (EMI), the avoidance of
90° bends in traces, and adherence to standard sizes

for electronic components. It is important to note that,
due to the type of connection required for the LCD
screen and its touch functionality, the same SPI port of
the microcontroller was utilized. Consequently, cable
bridges were implemented on the top layer, indicated
in red in the PCB design.

Figure 5. PCB Design

The design of the meter case was developed consid-
ering the dimensions and arrangement of all required
components, including the transformer, battery, elec-
tronic board, power button, relay, screen, and holes
for screws and wires. A suitable design was selected
to meet the functional requirements of the meter and
was created using 3D modeling in Fusion 360 software.
Figure 6 illustrates the design of the meter case.

Figure 6. Design of the meter case

2.2. Data measurement and recording system

The measurement programming code was developed
using the Arduino IDE, using multiple libraries es-
sential for various processes, such as the calculation
of electrical parameters, control of the TFT screen
with touch functionality, internet connectivity, and
connection to the Firebase database.

The microcontroller utilizes the current date and
time, obtained from the internet, to record energy con-
sumption values in the database corresponding to each
hour of the day. Based on the measured energy data,
the economic cost of consumption is calculated. This
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data is reset every 30 days and archived in the histori-
cal records. The monetary calculations are performed
according to the tariff schedule by consumption range
provided by Empresa Eléctrica Quito [29].

The flowcharts detailing the measurement system,
signal conditioning, and data recording processes are
presented in Figures 7 and 8.

Figure 7. Flowchart for measurement and data recording
system - Part 1

Figure 8. Flowchart for measurement and data recording
system - Part 2.

Wi-Fi connectivity enables the meter to store
recorded energy consumption data in a database. Key

parameters relevant to the user, including power, volt-
age, current, consumed energy, and energy cost, are
logged and stored. In addition to providing real-time
feedback on electrical variables, the database remains
accessible to users at any time from any internet-
connected device. The primary advantage of using
wireless communication, particularly Wi-Fi, is the abil-
ity to monitor measurements in real time. To access
the database, users must have a Gmail account, which
allows them to be added as viewers in the Firebase
project. Once registered, a unique URL is provided,
granting access to the real-time database via any web
browser on a mobile device or computer, enabling users
to monitor their energy consumption conveniently.

3. Results and discussion

Considering the design parameters and characteris-
tics of the energy meter for residential use, a didactic,
cost-effective, and easily reproducible system was de-
veloped. The system interactively displays real-time
consumption data to the user, both on a local TFT
screen and through an online data log accessible from
any internet-connected device.

The printed circuit board (PCB) was fabricated
using the CNC method on fiberglass material, while
the meter case was constructed via 3D printing.

Once all components were prepared, the final as-
sembly of the meter was carried out, integrating all
elements within the case. A data bus was implemented
for the TFT screen connection, ensuring quick and effi-
cient assembly and disassembly. Figure 9 presents the
completed meter, including its screen, which displays
the corresponding real-time data.

Figure 9. Educational meter for residential energy con-
sumption

To ensure the accurate measurement of electrical
variables, the meter was installed near the load center
of the residential home under study, as illustrated in
Figure 10. This location centralizes energy distribu-
tion to the various circuits of the house, minimizing
losses and ensuring representative measurements. The
current transformer was connected in series with the
main power phase to acquire a signal proportional to
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the total system current. Meanwhile, the voltage trans-
former was connected between the phase and neutral
terminals, providing a reduced and representative sig-
nal of the line voltage. Both signals were conditioned
through circuits designed to adjust their amplitude
and introduce an offset, ensuring they remain within
the acceptable range of the microcontroller’s analog-
to-digital converter (ADC) inputs. This configuration
ensures accurate data acquisition and enables subse-
quent processing for the calculation of power, energy,
and other relevant parameters.

Figure 10. Electrical connections at the load center

For the calibration of the voltage and current sen-
sors, measurements were performed using a multimeter
as the reference for the residential grid voltage and a
clamp ammeter for current measurements.

The calibration constants were iteratively adjusted
within the measurement algorithm to minimize devi-
ations between the meter readings and the reference
instrument measurements.

Multiple voltage and current measurements were
conducted at various times throughout the day. When
discrepancies were identified between the readings from
the multimeter and those from the meter, the voltage
and current calibration constants were adjusted using
Equation (3).

Kn = Ka

(
Mp

Mm

)
(3)

Where, Kn is the new calibration constant, Ka is
the previous calibration constant, Mp is the reading
from the multimeter, and Mm is the reading from the
meter.

The NTE INEN-IEC 62053-21 standard [30] speci-
fies that, for residential systems, meters must conform
to Class 1 or Class 2 requirements. These include a
nominal operating frequency of 60 Hz, an LCD display
with the number of integer digits determined by the
requirements of the distribution companies, and an
admissible error limit of 5% of the nominal values.

In the test household, daily measurements recorded
by the conventional meter were documented. Addition-
ally, an analysis of electricity bills from the past five
months was conducted. Using this data, along with a
load study, the average daily and monthly consumption
was determined.

As presented in Table 2, the consumption values
obtained from the three studies—load study, daily mea-
surements, and electricity bills—are consistent, thereby
validating the data and confirming the functionality
of the constructed meter.
Table 2. Average electricity consumption of the test house-
hold

Type of Load Daily Electricity
consumption Study Measurement Bills

(kWh) (kWh) (kWh)
Daily 6.84 6.62 6.32

Monthly 202.32 198.57 189.60

With the household’s average energy consump-
tion levels established, an analysis was conducted to
determine the voltage and current levels the meter
must measure. For voltage, the permitted variations in
the residential sector, as specified bythe Energy and
Natural Resources Regulatory and Control Agency
(ARCERNNR), are ±8% [31].Given the standard res-
idential voltage of 120 VAC, the permissible range
extends from a maximum of 129.60 VAC to a mini-
mum of 110.40 VAC. The maximum current, on the
other hand, depends on the household’s total power
demand at full load.

For the system configuration in complex residential
environments, the following aspects are considered:

• Robust design for electrical variations
The device is engineered to withstand voltage
fluctuations and measure peak currents up to
66.72 A. This design incorporates transformers
paired with calibrated voltage dividers to ensure
input signals remain within the microcontroller’s
operational limits. Conditioning circuits with
offset adjustments are employed to prevent dis-
tortion of alternating signals. Additionally, the
system includes a current transformer with a load
resistance specificallycalculated using equations
based on the expected maximum power.

• Modularity for different residential config-
urations
The system is designed to be adaptable to stan-
dard single-phase residential systems and can be
expanded to accommodate biphasic or triphasic
configurations by adjusting the current and volt-
age sensors. Its compact design facilitates the
integration of additional components, enabling
the inclusion of more sensors or functions as
needed.
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• Advanced sensor calibration
In environments with frequent fluctuations, the
system supports recalibration of voltage and cur-
rent constants using adjustment formulas derived
from reference measurements, ensuring long-term
accuracy. Furthermore, continuous testing can
be conducted under varying conditions to cor-
rect deviations by applying absolute and relative
percentage error calculations, with acceptable
limits set below 5%.

• Real-time interaction and feedback
The LCD screen provides real-time data on volt-
age, current, power, and costs, which is essen-
tial in residential environments where constant
monitoring is required. Additionally, remote ac-
cess to the database enables users to identify
consumption patterns and detectanomalies from
any internet-connected device.

• Resilience to electrical interruptions
The system is designed to remain operational
during power outages, ensuring uninterrupted
monitoring and data recording. The design incor-
porates a relay that automatically switchesthe
battery and the main power supply.

• Adaptability to regulations and standards
The error limits, consumption rates, and record-
ing frequencies can be adjusted to comply with
regulatory requirements or to meet the specific-
needs of the residential area.

• Scalability for complex residences
The system offers the potential for implementing
a network of interconnected meters to monitor
entire residential buildings or areas with multi-
ple housing units. Integration with IoT systems
could enhance compatibility with home automa-
tion platforms, optimizing energy usage in con-
junction with smart devices such as thermostats
and solar panels. Furthermore, additional sensors
could be incorporated to monitor variables such
as electrical frequency and power quality, includ-
ing harmonic distortion and voltage fluctuations.

3.1. Tests

Voltage and current tests were conducted by recording
hourly measurements over a day (24 measurements).
Figure 11 presents the measured voltage data. The
comparison between the multimeter and the meter
readings reveals an absolute and relative percentage
error close to zero, with a mean absolute error (MAE)
of 0.520. The mean absolute percentage error (MAPE)
is also significant, with a value of 0.433%, well within
the error tolerance of 5%. These results validate the

accuracy of the system’s voltage measurements during
the conducted tests.

Figure 11. Voltage comparison between the multimeter
and the proposed system

Figure 12 illustrates the measured current data.
The comparison between the clamp meter and the
system’s meter readings reveals a mean absolute error
(MAE) of 0.180. Additionally, the mean absolute per-
centage error (MAPE) is significant, with a value of
1.90%, which is well within the error tolerance of 5%
as established by national regulations. These results
confirm the accuracy of the system’s current measure-
ments during the conducted tests.

Figure 12. Current comparison between the clamp meter
and the proposed system

After verifying the current and voltage measure-
ments, the data storage process in the database was
reviewed. It was confirmed that the information is
stored daily in the desired format (DD-MM-YYYY)
and that each record includes the corresponding hourly
sub records (00:00–23:00). Additionally, it was verified
that consumption values are updated hourly and reset
at the start of each new day. The results are presented
in Figures 13 and 14.
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Figure 13. Daily records in Firebase

Figure 14. Hourly sub records in Firebase

Additionally, the accuracy of electrical energy mea-
surement and cost calculation was validated. A com-
parison was conducted between the measurements
obtained from the developed meter and those from
a conventional meter, as well as between the energy
costs calculated by the system and the economic values
recorded on electricity bills over a five-month period.

Figure 15 presents the daily energy data measured
by both the interactive meter and the conventional
meter over a month, with measurements taken at the
same time each day. Notably, unlike the developed in-
teractive meter, the conventional meter does not report
decimal values. Absolute and relative percentage er-
rors were generally close to zero, with a mean absolute
error (MAE) of 0.127 and a mean absolute percentage
error (MAPE) of 1.90%. These results fall within the
5% error margin permitted by regulatory standards.

These results validate the performance of the devel-
oped meter, demonstrating its accuracy and precision
in comparison with conventional instruments across
various measurement parameters.

Figure 15. Daily energy comparison between the conven-
tional meter and the proposed system

To verify the final operation of the interactive me-
ter, energy consumption measurements recorded over
29 days in February 2024 were compared with the cor-
responding calculated economic values, as illustrated
in Figure 16. These results were then contrasted with
the data from the electricity bill for the same month,
as shown in Figure 17.

Figure 16. Monthly record of the meter

Figure 17. Values provided on the electricity bill

The user interface includes a touch-enabled but-
ton that allows navigation between two information
windows. The first window displays the monthly en-
ergy consumption in kilowatt-hours (kWh) and the
corresponding cost in US dollars. The second window
presents real-time voltage, current, power, and the
monetary value associated with the previous month’s
consumption.

Finally, measurements were conducted over approx-
imately five months (from March to July 2024) to verify
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the reliability of the developed meter. The monthly
energy data recorded by the meter, along with the
corresponding values from the electricity bills, are pre-
sented in Figure 18 and Table 3.

Figure 18. Monthly energy comparison between the elec-
tricity bill and the proposed system

Table 3. Comparison of monthly energy consumption

Months
Electricity Meter Absolute Relative

bill (kWh) error (error %)
(kWh) (kWh)

March 250 247.8 2.2 0.88
April 230 228.8 1.2 0.52
May 190 188.4 1.6 0.84
June 260 257.6 2.4 0.92
July 270 267.3 2.7 1.00

Figure 19 and Table 4 present the monthly en-
ergy cost data calculated by the constructed meter
alongside the values obtained from the electricity bills.

Figure 19. Monthly economic cost comparison between
the electricity bill and the proposed system

Table 4. Comparison of energy consumption monetary
cost

Months
Electricity Constructed

bill ($) meter ($)
March 21.28 21.02
April 19.57 19.12
May 16.17 15.96
June 22.13 21.90
July 22.98 22.85

The various tests conducted validate the proper
functioning of the constructed meter for residential
use, demonstrating its ability to provide accurate data
and securely store it in the cloud. This ensures reliable
information regarding electricity consumption and its
associated economic cost.

The results obtained from tests conducted in house-
holds and at the Industrial Technology Laboratory of
the ESFOT Technologist Training School at the Na-
tional Polytechnic School demonstrate the effectiveness
of the residential energy consumption meter. Its pri-
mary objective is to support the academic development
and practical training of Electromechanics students.
Figure 20 illustrates a technical workshop led by ES-
FOT students on residential electrical installations for
young people from vulnerable communities, conducted
as part of the outreach project with the ’Río Verde’
Foundation. The meter (1) is used alongside the train-
ing teaching panels (2) to facilitate these workshops.

Figure 20. Students participating in technical workshops
on residential electrical installations as part of outreach
projects

4. Conclusions

An interactive electric energy meter for residential
use was successfully developed and implemented, de-
signed to deliver accurate measurements with an error
margin of less than 5%, in compliance with national
regulations. The device provides users with real-time
information on their energy consumption, including
estimated monthly costs, and maintains a historical
record stored in the cloud. Equipped with a TFT LCD
touchscreen, the meter displays essential data such
as voltage levels, current, power, energy consumption
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(kWh), and costs (USD), all of which are simultane-
ously recorded in an online database.

To extend historical records beyond those typically
maintained by electricity distribution companies, the
system incorporates an hourly consumption logging
feature that requires an internet connection and syn-
chronization with precise time and date data. The
database stores daily energy consumption resets the
counter monthly, and updates backup data to ensure
accuracy. Firebase Real-Time Database was selected
as the primary tool for its ability to store data in a sim-
ple, nested, and customizable manner, as well as being
cost-free during the project’s development. The col-
lected data provides a valuable resource for analyzing
residential consumption habits and detecting anoma-
lies, thereby facilitating the adoption of energy-saving
practices.

The developed meter offers enhanced functional-
ities compared to conventional meters by providing
real-time data that enables users to monitor their en-
ergy consumption and design tailored strategies for
cost reduction. While currently equipped with basic
functions targeted at residential consumers, the system
is flexible, adaptable, and cost-effective, with an ap-
proximate production cost of $80 (USD). Its portability
and ease of replication further increase its potential for
widespread adoption. Future enhancements could in-
clude advanced features such as prepaid and postpaid
modes, remote access for energy provider management,
and fault detection capabilities.

This interactive residential energy meter signifi-
cantly contributes to fostering sustainability by ad-
dressing issues related to efficient electricity use and
waste reduction. Its ability to provide real-time data
on energy consumption, estimated costs, and historical
records empowers users to make informed decisions,
optimize consumption habits, and reduce greenhouse
gas emissions associated with energy waste. Addition-
ally, its application in educational environments en-
hances technical knowledge of electrical installations
and raises awareness about the importance of energy
conservation in achieving environmental sustainability.

The designed and implemented device represents
a significant advancement in the field of residential
electrical installations and energy savings. It promotes
learning and technical training through its integration
into educational institutions, such as ESFOT, as part
of the Applied Technology project line. This initiative
addresses critical technical challenges in the country
and finds practical applications in electricity labora-
tories and training programs for residential electrical
installations. Furthermore, its incorporation into com-
munity outreach projects, such as technical workshops,
fosters skill development in electricity and residential
electrical systems. By being part of such projects, the
device supports the adoption of sustainable consump-
tion habits and empowers communities to actively

contribute to environmental protection, serving as a
model for responsible and accessible technological in-
novation.
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Abstract Resumen

This study aims to analyze the behavior of Mach
number and pressure field flow patterns in off-design
planar and conical nozzles with a divergent half-angle
of 10.85°. Numerical simulations of the flow field were
conducted using the ANSYS-Fluent R16.2 software,
employing the RANS model and the SAS turbulence
model under transient flow conditions. The nozzle
pressure ratios (NPR) ranged from 1.97 to 8.91. The
results reveal differences in flow patterns, including
Mach number and static pressure, between the two
nozzle types. Notably, normal shock fronts exhibited
varying positions for the same NPR values. The max-
imum peak flow fluctuation along the centerline of
the conical nozzle’s divergent section reached Mach
2.844, compared to Mach 2.011 in the planar nozzle,
indicating lower flow velocity in the latter. At the
nozzle outlet, the flow velocity of the conical noz-
zle was Mach 2.535, representing a 27.32% increase
compared to the planar nozzle, which achieved Mach
1.991. Additionally, the throat area significantly in-
fluenced mass flow transit, with the planar nozzle
having a larger throat area than the conical nozzle.
These findings provide insights into the impact of noz-
zle geometry on flow characteristics under off-design
conditions.

En el presente trabajo, el objetivo es determinar el
comportamiento de los patrones de flujo del campo
de número de Mach y de presión para toberas planas
y cónicas fuera de diseño, para el semiángulo de la
divergente de 10,85°. Se empleó el código ANSYS-
Fluent R16.2 para simular el campo de flujo con el
modelo RANS y el modelo de turbulencia SAS para
las condiciones de flujo en estado transitorio, para
el rango de relaciones de presión de la tobera de
NPR 1,97 a 8,91. Los resultados presentan diferentes
patrones de flujo de número de Mach y de presión
estática entre ambas toberas, donde los frentes de
choque normales no tienen las mismas posiciones
para un mismo valor de NPR. El pico máximo de la
fluctuación del flujo en la línea central de la divergente
de la tobera cónica es Mach 2,844, mientras que en la
tobera plana es Mach 2,011, por lo que la velocidad
del flujo es menor en la tobera plana. La velocidad
del flujo a la salida de la tobera cónica es Mach 2,535,
la cual es 27,32 % mayor que la velocidad del flujo
en la tobera plana, que tiene Mach 1,991. El área de
la garganta de la tobera tiene un efecto significativo
para el tránsito del flujo másico, ya que el área de la
garganta de la tobera plana es mayor con respecto al
de la tobera cónica.

Keywords: Flow fluctuations, RANS model, SAS
turbulence model, Shock wave, Flow patterns, Off-
design nozzles.

Palabras clave: fluctuaciones de flujo, modelo
RANS, modelo de turbulencia SAS, onda de choque,
patrones de flujo, toberas fuera de diseño
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1. Introduction

The geometries of convergent-divergent nozzles used
in the aerospace field significantly influence the devel-
opment of the flow field. Consequently, the geometry
of the nozzle’s inner wall and the resulting flow turbu-
lence remain recurring topics of interest, particularly
under overexpanded, adapted, and under expanded
viscous flow conditions [1]. Since the advent of tech-
nological advancements in supersonic nozzles, their
geometries have undergone continuous evolution to
optimize and regulate flow transit. Among the promi-
nent nozzle geometries are conical nozzles, contoured
or bell-shaped designs (both full-length and short-
ened), plug or aerospike nozzles (full-length and trun-
cated), expansion-deflection nozzles, planar nozzles,
and others [1–6]. Research in this area has extended to
the method of characteristics (MOC) [7,8], as well as
the development of approximate mathematical models
to simulate flow using computational fluid dynamics
(CFD) tools [9,10]. Furthermore, studies have explored
the solution of mathematical models for isentropic flow
involving analytical equations that cannot be inverted
through algebraic procedures [11–14].

Supersonic conical nozzles with optimal perfor-
mance typically have a divergent half-angle α ranging
from 12° to 18°. When α < 12°, these nozzles are
classified as off-design [1]. The same principle applies
to planar nozzles with no curvature in the divergent
section.

Under overexpanded flow conditions, various shock
wave phenomena occur in the divergent section of
the nozzle, including normal, oblique, reflected, and
internal shock waves. Figure 1 illustrates the shock
wave structure in the divergent section of a supersonic
nozzle [15], along with an image of a shock wave cap-
tured using the Schlieren technique, as reported by
Hunter [6], [16].

The central flow region contains the shock front,
flanked by oblique and reflected waves that interact
with pressure and temperature gradients [6], [17,18].
In the flow region adjacent to the nozzle walls, lateral
pressure loads are observed before and after the shock.
The boundary layer interacts with the shock waves,
and downstream of the flow separation point, backpres-
sure and flow recirculation occur, accompanied by the
formation of vortices. The effects of temperature and
friction are prominent in the flow region near the walls,
where free shock separation (FSS) and restricted shock
separation (RSS) phenomena are observed [19–22]. At
the nozzle’s edges, such as the exit edge, Prandtl-Meyer
expansion waves occur [17]. The supersonic jet flow
discharged into the atmosphere forms a plume contain-
ing shock wave structures, which are influenced by the
nozzle pressure ratio (NPR) [19].

Figure 1. (a) Shock wave structure for the overexpanded
flow condition [15]. (b) Experimental image of the shock
wave structure in a planar nozzle, as reported by Hunter [6]

Several significant studies have explored the behav-
ior of flow in off-design nozzles. Hunter [6] carried out
experimental tests on flow separation in a planar noz-
zle with a divergent angle α = 11,01°, revealing that
overexpanded flow was dominated by shock-induced
boundary layer separation. Likewise, Verma and Mani
Sankar [18] investigated planar nozzles with divergent
angles α = 5,7°, α = 7,5° and α = 10,7°, identifying
asymmetry in normal, oblique, and reflected shock
wave fronts, as well as non-symmetric boundary layer
separation between the top and bottom walls. To-
lentino et al. [23] conducted computational simulations
for planar nozzles with α = 9°, α = 11,01° and α =
13°, reporting that increasing the divergent angle led
to increased flow velocity in the central region at the
nozzle outlet. Arora and Vaidyanathan [24] investi-
gated planar nozzles with double divergence, finding
that the angle of inflection significantly influenced the
shock structure, with additional expansion occurring
at the second divergence.

Tolentino et al. [25] simulated the flow field in pla-
nar nozzles with a straight cutthroat for α = 11,01°.
They found that as throat length increased, the shock
train evolved within the throat section, affecting flow
development in the divergent.

Mason et al. [26] experimentally studied planar noz-
zles with divergent angles α = 1,21°, α = 10,85° and
α = 11,24°. Their results showed that the convergent
and throat contour significantly affected flow behavior.
For α = 1,21°, pressure fluctuations were observed
along the divergent wall due to the presence of a shock
train. In contrast, for α = 10,85°, only a pressure jump
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at the flow separation point was observed due to the
normal shock front.

Tolentino et al. [15] studied conical nozzles with a
straight-cut throat for α = 10°, showing that increas-
ing throat length led to the evolution of the shock train
and a reduction in thrust at the nozzle exit. Tolentino
and Mírez [27] further analyzed flow patterns in con-
ical nozzles, revealing that an optimal throat length
prevents the formation of a shock train.

Other experimental studies have also investigated
flow behavior in nozzles. Wagner and Schlechtriem [28]
examined flow turbulence in planar nozzles with wall
curvature, reporting non-symmetric shock wave propa-
gation. Bourgoing and Reijasse [29] demonstrated that
wall roughness affects flow development, resulting in
varying shock wave asymmetry configurations. Faheem
et al. [30] conducted experiments with nozzles emitting
multiple supersonic jets, finding that as the number
of jets increased, the scattering rate decreased due to
reduced drag, with notable differences in the cores of
the supersonic jets.

Computational fluid dynamics (CFD) simulations
[9] have proven effective in reproducing flow turbu-
lence and determining thermodynamic parameters in
regions where experimental imaging is not feasible. Re-
cent research has focused on modeling turbulence for
Mason et al.’s [26] experimental flat nozzle geometry,
with extensions to conical nozzle geometries.

This study aims to analyze the behavior of flow
patterns in planar and conical nozzles classified as
off-design nozzles. Both nozzle types share identical
geometric dimensions projected in a 2D computational
domain. Section 2 outlines the methodology, including
a description of the experimental nozzle geometry used
by Mason et al. [26] to record pressure readings at dif-
ferent nozzle pressure ratios (NPR) under cold flow

conditions. The mathematical foundation and compu-
tational solution methods are also detailed, along with
numerical convergence analysis and validation of the
SAS turbulence model employed in simulations. Sec-
tion 3 presents the numerical results, focusing on Mach
number flow fields and static pressure distributions.
Finally, Section 4 provides the conclusions of the anal-
ysis, summarizing the findings and their implications
for future research.

2. Materials and method

2.1. Experimental nozzle

The experimental planar nozzle (Model B1) under
study, as illustrated in Figure 2, was previously uti-
lized by Mason et al. [26]. Pressure experiments for
cold flow conditions were conducted at the NASA
Langley Research Center’s 16-Foot Transonic Tunnel
Complex. These experimental tests covered a nozzle
pressure ratio (NPR) range from 1.97 to 8.91. The
planar nozzle [26] was designed for a Mach number
of 2.08, an NPR of 8.81, an area ratio Ae/At = 1, 8,
and a divergent half-angle α = 10,85°, classifying it
as an off-design nozzle since α < 12°. Ae represents
the nozzle outlet area, and At denotes the throat area.
The width of the planar nozzle is 10.157 cm.

It is noteworthy that the geometric dimensions of
the planar nozzle, when projected onto a 2D plane
(Figure 2a), are applied to the conical nozzle geometry.
For the conical nozzle, the radii are defined as hi for
the inlet, ht for the throat and he for the outlet, with a
divergent half-angle α = 10,85°. The design conditions
for the conical nozzle include a Mach number of 2.713,
an NPR of 23.768, and an area ratio Ae/At of 3,224.

Figure 2. (a) Schematic representation of the planar nozzle, illustrating geometric parameters (units in centimeters).
(b) Experimental planar nozzle used by Mason et al. [26] to measure the flow pressure along the inner walls

2.2. Computational domain

The spatial projection of the planar and conical nozzles
was considered in 2D computational domains due to
their symmetry. These domains were constructed using
the geometric data reported by Mason et al. [26], as

depicted in Figure 2. Figure 3 illustrates the computa-
tional domain along with the meshed domain for Grid
4, which consists of 30,736 quadrilateral cells. Grid 4
represents a refined mesh with improved cell distribu-
tion, previously evaluated for performance compared to
other meshed domains. The geometric dimensions are
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parameterized, with the centerline aligned along the x-
direction, and the divergent section denoted as Ld. The
convergent section of the nozzle spans 0 ≤ x/Ld ≤ 1,
the divergent section spans1 1 ≤ x/Ld ≤ 2, and the at-
mosphere section extends from of 2 ≤ x/Ld ≤ 8. This
computational domain setup is suitable for captur-
ing the flow turbulence and simulating the formation

of the plume in the supersonic jet as it discharges
into the atmosphere. It is important to note that 2D
computational domains are appropriate for symmetric
geometries, offering a significant reduction in iterative
computational time and resource usage compared to
3D computational domains.

Figure 3. (a). 2D computational domain illustrating the applied boundary conditions (b) Structured mesh for Grid 4,
consisting of 30736 quadrilateral cells

The boundary conditions applied to the 2D compu-
tational domain for both the planar and conical nozzles
are as follows: At the nozzle inlet, stagnation pressure
Po data are specified for eight cases corresponding to
nozzle pressure ratios (NPR) of 1.97, 2.94, 3.92, 4.88,
5.84, 6.81, 7.79, and 8.91, where NPR = PoP and the
pressure of the local atmosphere P = 101,3 kPa. The
total temperature To is set to 300 K for all eight cases.
At the nozzle outlet, the local atmospheric pressure
and temperature are uniformly set toP = 101,3 kPa
and T = 300 K for all cases. It is important to note
that the pressure and temperature data were obtained
from the work of Mason et al. [26].

The nozzle walls are modeled as adiabatic, meaning
no heat transfer occurs through them. The mesh is
refined in the regions adjacent to the walls to account
for the presence of flow shear stresses. At the walls,
the flow velocity is zero due to the no-slip condition.
Along the centerline, the flow velocity is zero in the
perpendicular direction for the planar nozzle and in
the radial direction for the conical nozzle. The effects
of gravity on flow turbulence are neglected, as the com-
putational domains are two-dimensional and represent
symmetric geometries.

The airflow is treated as an ideal gas with the
following thermodynamic properties: gas constant R
= 287 J/(kg·K), specific heat ratio k = 1,4, specific
heat at constant pressure Cp = 1006,43 J/(kg·K) and
thermal conductivity kt = 0,042 W/(m·K) [31].

2.3. Mathematical fundamentals

The turbulence of the viscous flow field in a tran-
sient state is simulated using the ANSYS-Fluent
R16.2 software [31], which employs the finite volume
method (FVM) [9]. The Reynolds-Averaged Navier-
Stokes (RANS) equations are utilized, as they provide
an efficient and appropriate framework for obtain-
ing approximate solutions to compressible flow tur-
bulence. The governing equations for the calculation
of compressible flow include the conservation of mass
(Equation (1)), momentum (Equation (2)), and energy
(Equation (3)) [9, 10], [31]. These equations, expressed
in compact form, are as follows:

∂p

∂t
+ ∇ · (ρui) = 0 (1)

∂

∂t
(ρui)+∇·(ρuiuj) = −∇p+∇·(τ̄)+∇·

(
−ρu′

iu
′
j

)
(2)

∂

∂t
(ρE)+∇·

(
ui(ρE+p)

)
= ∇·

(
keff∇T +(τ̄eff ·ui)

)
(3)

Where t is the time, ρ is the density, u is veloc-
ity, p is the pressure and τ̄ is the stress tensor. The
term −ρu′

iu
′
j represents the Reynolds stress, where

turbulence models are applied to close Equation (2).
Additionally, E denotes the total energy, keff is the
effective thermal conductivity, T is the temperature,
and τ̄eff is the effective tensor.
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The flow is modeled as an ideal gas; hence, the
ideal gas equation of state (Equation (4)) is applied.
The equations for pressure ratio (Equation (5)) and
temperature (Equation (6)) are expressed as functions
of the Mach number:

p = ρRT (4)

Po

P
=

(
1 + k − 1

2 M2
) k

k−1

(5)

To

T
= 1 + k − 1

2 M2 (6)

Where R is the universal ideal gas constant, Po is
the stagnation pressure, P is the static pressure, To

is the stagnation temperature, T is the static temper-
ature, and k is the ratio of specific heats. The Mach
number, denoted as M , is categorized as follows: sub-
sonic flow 0,3 ≤ M ≤ 0,8, transonic flow 0,8 ≤ M ≤
1,2, supersonic flow 1,2 ≤ M ≤ 5, hypersonic flow M
> 5, and sonic flow M = 1. For incompressible flow, M
< 0,3 is considered [32].

The Scale-Adaptive Simulation (SAS) model [33]
was employed to simulate the turbulence of viscous
flow in a transient state. Additionally, Sutherland’s
law [10], [32] was applied to model the flow viscosity as
a function of temperature. Sutherland’s law, derived
from an approximation of the kinetic theory of gases,
accounts for the idealization of intermolecular force
potentials and is expressed as equation (7):

µ

µ0
=

(
T

To

) 2
3 To + S

T + S
(7)

Where µ is the flow viscosity, µo = 1,716 kg/m·s
is the reference viscosity, To = 273,11 K is the refer-
ence temperature, and S = 110,56 K is the effective
temperature. The effective temperature S, also known
as the Sutherland constant, is tabulated for various
temperature ranges depending on the type of gas.

2.4. Computational solution method

The simulations in ANSYS-Fluent R16.2 were con-
ducted using a density-based solver with a transient

formulation. The 2D computational domain was planar
for the planar nozzle and axisymmetric for the conical
nozzle. An implicit formulation was employed, with
Roe-FDS selected as the flux type. Spatial discretiza-
tion was performed using a least squares cell-based
approach and second-order upwind schemes, while the
transient formulation utilized a second-order implicit
method. Hybrid initialization was applied, and a resid-
ual convergence criterion of 1 × 10−5 was set. The flow
field simulations for the nozzle pressure ratio (NPR)
range of 1.97–8.91 were resolved in 7,200 to 21,000
iterations.

2.5. Numerical convergence analysis

The computational domains were meshed using the
ANSYS-Meshing platform. Four quadrilateral cell grids
with varying densities were generated: grid 1 with
19,249 cells, grid 2 with 25,658 cells, grid 3 with 27,311
cells, and grid 4 with 30,736 cells. The Mach number
flow field was simulated using the Scale-Adaptive Sim-
ulation (SAS) turbulence model [33] for an NPR of
8.91. Among the four grids, grid 4 exhibited the lowest
Y-plus (y+) values, particularly in the shear stress
distribution evaluated along the planar nozzle wall
(Figure 4a). Regarding shear stress values, the curves
for all grids are generally consistent and superimposed,
except in the region near the nozzle outlet (Figure 4b).

For the domain meshed with grid 4, the SAS turbu-
lence model [33] was compared with the DES SA [34],
DES SST k − w [35], and DES k − ε [36] turbulence
models, as illustrated in Figure 4c. The results indi-
cate that the average Mach number at the nozzle exit
is similar for the SAS and DES SA turbulence mod-
els, as shown in Table 1. The SAS turbulence model
was selected for simulating the flow field due to its
slight advantage in reducing computational time dur-
ing iterative calculations. Grid 4 (Figure 3b) features
a structured grid composed of quadrilateral cells, with
refined regions in the flow zones adjacent to the conver-
gent section (0 ≤ x/Ld ≤ 1) and divergent section (1 ≤
x/Ld ≤ 2), as well as along the walls. Additionally, the
grid includes a progressively distributed cell structure
in the atmosphere section (2 ≤ x/Ld ≤ 8).

Table 1. Average Mach number at the exit of the planar nozzle for NPR 8.91, evaluated using four different turbulence
models

Turbulence model: SAS [33] DES SA [34] DES SST k − w [35] DES k − ε [36]
Average Mach number: 2.066 2.066 2.065 2.064

Error (%): 0.816 0.816 0.864 0.912
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Figure 4. Profiles of curves evaluated along the wall of the planar nozzle: (a) Wall Y-plus, (b) Wall shear stress, and
(c) Pressure. Position: convergent section 0 ≤ x/Ld ≤ 1) and divergent section (1 ≤ x/Ld ≤ 2)

3. Results and discussion

This section presents the numerical results for the
Mach number flow field (Figure 5) and static pressure
distribution (Figure 6) across the NPR range of 1.91
to 8.91. In the flow field visualizations, regions with
smaller magnitudes are represented in blue, while re-
gions with larger magnitudes are represented in red.
For the planar nozzle, the flow is overexpanded within
the NPR range of 1.91 to 7.79 and becomes tailored
at NPR 8.91. In contrast, for the conical nozzle, the
flow remains overexpanded throughout the entire NPR
range of 1.91 to 8.91.

For the planar nozzle, the Mach number flow field
(Figure 5a) and static pressure field (Figure 6a) in-
dicate that, at NPR 1.97 and NPR 2.94, the normal
shock wave front is located inside the nozzle. For NPR
values at or above 3.92, the shock front moves outside
the nozzle. In the case of the conical nozzle, the Mach
number (Figure 5b) and static pressure (Figure 6b)
flow fields reveal that, within the NPR range of 1.97
to 4.88, the normal shock wave front remains inside
the nozzle. For NPR values equal to or greater than
5.84, the shock front shifts outside the nozzle.

The evolution of the Mach number flow field and
static pressure field for both the planar and conical
nozzles demonstrates that the flow regime exhibits dis-
tinct behaviors at the same NPR value. As the NPR
increases, the shock wave structure evolves, and the
flow separation point shifts closer to the nozzle exit.

In the planar nozzle, the distribution of internal
shocks is evident both within the nozzle and in the
supersonic jet discharging into the atmosphere. How-
ever, for the same NPR magnitude, the distribution
of internal shocks differs in the conical nozzle. The
intensity of shock front displacement is greater in the
planar nozzle compared to the conical nozzle.

The trajectories of the centerline profiles for the
planar and conical nozzles are illustrated in Figure 7
for Mach number and Figure 8 for static pressure.

In the divergent section (1 ≤ x/Ld ≤ 2) of the
planar nozzle (Figure 7a and Figure 8a), velocity and
static pressure fluctuations are observed for the NPR
range of 2.94 to 8.91. The maximum peak flow veloc-
ity occurs at x/Ld = 1,486, where the Mach number
reaches 2.011, accompanied by a pressure drop of P/Po

= 0,125 (Table 2). At x/Ld = 1,626, the flow decel-
erates to Mach 1.819 with a corresponding pressure
drop of P/Po = 0,169. At the nozzle outlet, x/Ld = 2,
the flow velocity reaches Mach 1.991 with a pressure
drop of P/Po = 0.129.

In contrast, within the divergent section (1 ≤ x/Ld

≤ 2) of the conical nozzle (Figure 7b and Figure 8b),
for the NPR range of 3,92 to 8,91, the peak flow ve-
locity occurs at x/Ld = 1,577, reaching Mach 2.844
with a corresponding pressure drop of P/Po = 0,034
(Table 2).The position of this maximum velocity peak
is shifted 6.12% downstream compared to the peak
position atx/Ld = 1,486 in the planar nozzle (Figure
7a). At x/Ld = 1,633, the flow decelerates to Mach
2.024 with a pressure drop of P/Po = 0.122, exhibiting
a positional shift of 0.43%.

At the outlet of the conical nozzle (Figure 7b and
Figure 8b), at the same x/Ld = 2 position as the planar
nozzle (Figure reffig7a and Figure reffig8a), the flow
reaches Mach 2.535 with a corresponding pressure drop
of P/Po = 0.054. This represents a 27.32% increase in
velocity and a 58.13% decrease in pressure compared
to the planar nozzle. It is observed that at the outlet of
the conical nozzle, a higher velocity is achieved along
the centerline of the flow’s central region. However,
the overall mass flow rate is lower. This difference is
attributed to the throat area of the conical nozzle At

= 5,896 cm2, which restricts the passage of mass flow
at sonic velocity. This throat area is 78.79% smaller
than that of the planar nozzle At = 27,81 cm2.

In the atmospheric region (2 ≤ x/Ld ≤ 8) the flow
discharge exhibits notable fluctuations. For the planar
nozzle (Figures 7a and 8a), at NPR 8.91, the velocity
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reaches a maximum peak of Mach 2.522 with a pres-
sure drop of P/Po = 0,056 at x//Ld = 2,95. Conversely,
the conical nozzle (Figures 7b and 8b) achieves a peak
velocity of Mach 2.976 with a pressure drop of P/Po

= 0,027 at x/Ld = 2,408,reflecting an approximately

18% increase in velocity at this position. Further down-
stream, the planar nozzle exhibits milder velocity and
pressure fluctuations, while these fluctuations are more
pronounced in the conical nozzle.

Figure 5. Mach number flow field patterns. Range: NPR 1,97 to NPR 8,91. (a) Planar nozzle. (b) Conical nozzle
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Figure 6. Pressure flow field patterns. Range: NPR 1,97 to NPR 8,91. (a) Planar nozzle. (b) Conical nozzle
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Figure 7. Mach number profile patterns evaluated along the centerline. (a) Planar nozzle. (b) Conical nozzle. Position:
convergent section (0 ≤ x/Ld ≤ 1), divergent section (1 ≤ x/Ld ≤ 2) and atmosphere section (2 ≤ x/Ld ≤ 8)

Figure 8. Pressure profile patterns evaluated along the centerline. (a) Planar nozzle. (b) Conical nozzle. Position:
convergent section (0 ≤ x/Ld ≤ 1), divergent section (1 ≤ x/Ld ≤ 2) and atmosphere section (2 ≤ x/Ld ≤ 8)

Table 2. Position of the maximum and minimum fluctua-
tions in the central region of the supersonic flow along the
centerline of the nozzle’s divergent section

Planar nozzle. Range: NPR 2,94 to NPR 8,91
Position x/Ld Mach number M Position P/Po

1,486 2,011 0.125
1,626 1,819 0.169

2 1,991 0.129
Conical nozzle. Range: NPR 3,92 to NPR 8,91

Position x/Ld Mach number M Position P/Po

1,577 2,844 0.034
1,633 2,024 0.122

2 2,535 0.054

Table 3 presents the positions of the normal shock
front evaluated along the centerline of the planar noz-
zle (Figure ??a) and the conical nozzle (Figure ??b).
Mx represents the maximum flow velocity at the start
of the shock front, while My corresponds to the mini-
mum flow velocity at its end. Figures 7 and 8 also show
the minimum pressure Px and the maximum pressure
Py of the shock front for reference.

In the divergent section of the planar nozzle, two

normal shock fronts are observed for NPR 1.97 and
NPR 2.94. At the start of the shock front, the flow
achieves supersonic velocities ranging from Mach 1.995
to 1.925. By the end of the shock front, the flow transi-
tions to subsonic velocities in the range of Mach 0.473
to 0.610. Outside the nozzle, six normal shock fronts
are identified for NPR values of 3.92, 4.88, 5.84, 6.81,
7.79, and 8.91. At the start of these shock fronts, the
flow exhibits supersonic velocities ranging from Mach
2.147 to 2.522. At the end of the shock fronts, the
flow transitions to transonic and supersonic velocities
within the range of Mach 1.072 to 2.221.

In the divergent section of the conical nozzle, four
shock fronts are observed for NPR values of 1.97, 2.94,
3.92, and 4.88. At the start of the shock fronts, the
flow reaches supersonic velocities ranging from Mach
1.877 to 2.406. By the end of the shock fronts, the flow
transitions to subsonic velocities in the range of Mach
0.634 to 0.615. Outside the nozzle, four additional
shock fronts are present for NPR values of 5.84, 6.81,
7.79, and 8.91. At the start of these shock fronts, the
flow remains supersonic, with velocities ranging from
Mach 2.589 to 2.976. At the end of the shock fronts,
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the flow transitions to subsonic velocities within the
range of Mach 0.072 to 0.4.

It is observed that, at the beginning of the shock
fronts for NPR values equal to or greater than 2.94,
the flow in the conical nozzle achieves higher super-
sonic velocities compared to the planar nozzle. At the
end of the shock front, the flow in the conical nozzle
transitions to subsonic velocity. In contrast, the flow
in the planar nozzle exhibits a broader range of behav-
iors at the end of the shock front, including subsonic,
transonic, and supersonic velocities.

The offsets in the positions of the normal shock
fronts in the conical nozzle are summarized in Table 3.
For the same NPR value, the shock front in the conical
nozzle is shifted further to the extreme left compared
to the shock front in the planar nozzle. The small-
est displacement of the shock front position occurs
at NPR 1.97, with the shock onset offset by 12.47%
and the shock end by 11.95%. Conversely, the largest
displacement is observed at NPR 3.92, with the shock
onset offset by 24.44% and the shock end by 25.38%.

Table 3. Positions of normal shock fronts evaluated alongthe centerline in the divergent section(1 ≤ x/Ld ≤ 2) and
atmosphere section (2 ≤ x/Ld ≤ 8)

NPR

Nozzle planar Conical nozzle
Position Mach number Position Mach number Position Mach number Position Mach number

x/Ld Mx x/Ld My x/Ld Mx x/Ld My

1.97 1.475 1.995 1.497 0.473 1.291 1.877 1.318 0.634
2.94 1.888 1.925 1.935 0.61 1.497 2.587 1.554 0.342
3.92 2.254 2.147 2.336 1.072 1.703 2.128 1.743 0.103
4.88 2.466 2.267 2.57 1.476 1.888 2.406 2 0.615
5.84 2.615 2.344 2.734 1.721 2.045 2.589 2.061 0.072
6.81 2.759 2.415 2.865 1.924 2.179 2.739 2.239 0.486
7.79 2.837 2.466 2.979 2.067 2.286 2.852 2.354 0.579
8.91 2.95 2.522 3.103 2.221 2.408 2.976 2.466 0.4

Table 4. Leftward offset of normal shock front positions in the conical nozzle relative to the planar nozzle

NPR
1.97 2.94 3.92 4.88 5.84 6.81 7.79 8.91

Normal shock front:
position offset (x/Ld) in percentages (%)

Start of the shock, Mx: 12.47 20.7 24.44 23.48 21.79 21.02 19.42 18.37
End of the shock, My: 11.95 19.68 25.38 22.17 24.61 21.84 20.98 20.52

Similar findings regarding the overexpanded flow
and divergent shock structures in planar nozzles have
been reported in [6], [23], and in conical nozzles in [15],
[27], where the oblique, reflected, and normal shock
fronts are influenced by wall geometry and divergence
angle. These studies demonstrate that the geometry
of supersonic nozzles significantly impacts the devel-
opment of the flow regime. For the same geometric
dimensions projected in the plane, as shown in Fig-
ure 2, the planar nozzle and conical nozzle exhibit
distinct cross-sectional areas at both the throat and
the nozzle outlet [26]. The cross-sectional area of the
planar nozzle is larger than that of the conical nozzle,
resulting in a smaller mass flow through the throat of
the conical nozzle. It is important to note that numer-
ical results are influenced by the simplifications of the
mathematical models, the density of cells in the com-
putational mesh, and the turbulence models employed.
Consequently, validation with experimental data was
essential. The SAS turbulence model, used in the sim-

ulations, was validated to ensure that the numerical
results closely approximate the physical phenomena
under investigation.

4. Conclusions

Based on the results obtained from computational sim-
ulations of the flow field in planar and conical nozzles
with a divergence half-angle α = 10,85°, which are clas-
sified as off-design nozzles, several key observations
can be made:

The behavior of the Mach number and static pres-
sure flow fields differs notably between the two nozzle
types for the same NPR value. Within the NPR range
of 1.97 to 8.91, the shock wave structures evolve dis-
tinctly, with their positions and flow separation points
progressively shifting toward the nozzle outlet as NPR
increases.

In the divergent section of the planar nozzle, the
maximum peak flow velocity is observed at x/Ld =
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1,486, reaching Mach 2.011 with a pressure drop of
P/Po = 0,125. In contrast, the conical nozzle achieves
its maximum flow velocity at x/Ld = 1,577, with Mach
2.844 and a corresponding pressure drop of P/Po =
0,034. This position is shifted 6.12% downstream com-
pared to the x/Ld = 1,486 position in the planar
nozzle.

In the central region of the flow, the velocity at
the nozzle outlet differs significantly between the two
geometries. The planar nozzle achieves a flow veloc-
ity of Mach 1.991, whereas the conical nozzle reaches
Mach 2.535, representing a velocity increase of 27.32%
relative to the planar nozzle.

In the atmospheric region at NPR 8.91, where the
supersonic jet plume forms, the maximum flow velocity
for the planar nozzle is Mach 2.522. In comparison, the
conical nozzle achieves Mach 2.976, reflecting an 18%
increase in flow velocity. These findings highlight the
critical role of the throat area in determining mass flow
transit. The larger throat area of the planar nozzle
facilitates greater mass flow, while the smaller throat
area of the conical nozzle restricts flow, leading to
the observed differences in velocity and pressure pro-
files. This underscores the significant impact of nozzle
geometry on flow behavior, particularly in off-design
configurations.
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sufficient to contextualize the theoretical

framework with current and important

criteria. They will be presented sequen-

tially in order of appearance, as appro-

priate following the format of the IEEE.
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3.3. Epigraphs, Figures and Charts

The epigraphs of the body of the article

will be numbered in Arabic. They should go

without a full box of capital letters, neither

underlined nor bold. The numbering must be

a maximum of three levels: 1. / 1.1. / 1.1.1.

At the end of each numbered epigraph will be

given an enter to continue with the correspon-

ding paragraph.

The charts must be included in the text

according to order of appearance, numbered

in Arabic and subtitled with the description

of the content, the subtitle should go at the

top of the table justified to the left.

Figures can be linear drawings, maps or

black and white halftone or color photographs

in 300 dpi resolution. Do not combine photo-

graphs and line drawings in the same figure.

Design the figures so that they fit even-

tually to the final size of the journal 21 x

28 cm. Make sure inscriptions or details, as

well as lines, are of appropriate size and thick-

ness so that they are not illegible when they

are reduced to their final size (numbers, let-

ters and symbols must be reduced to at least

2.5 mm in height After the illustrations have

been reduced to fit the printed page). Ideally,

the linear illustrations should be prepared at

about a quarter of their final publication size.

Different elements in the same figure should

be spelled a, b, c, etc.

Photographs should be recorded with high

contrast and high resolution. Remember that

photographs frequently lose contrast in the

printing process. Line drawings and maps

should be prepared in black.

The text of the figures and maps must be

written in easily legible letters.

If the figures have been previously used, it

is the responsibility of the author to obtain the

corresponding permission to avoid subsequent

problems related to copyright.

Each figure must be submitted in a sepa-

rate file, either as bitmap (.jpg, .bmp, .gif, or

.png) or as vector graphics (.ps, .eps, .pdf).

4. Submission process

The manuscript must be sent through the

OJS system of the journal, <https://goo.

gl/JF7dWT>,the manuscript should be uploa-

ded as an original file in .pdf without author

data and anonymized according to the above;

In complementary files the complete manus-

cript must be loaded in .doc or .docx (Word

file), that is to say with the data of the author

(s) and its institutional ascription; Also the

numbered figures should be uploaded in inde-

pendent files according to the corresponding

in the manuscript (as bitmap .jpg, .bmp, .gif,

or .png or as vector graphics .ps, .eps, .pdf).

It is also obligatory to upload the cover letter

and grant of rights as an additional file.

All authors must enter the required informa-

tion on the OJS platform and only one of the

authors will be responsible for correspondence.

Once the contribution has been sent the

system will automatically send the author for

correspondence a confirmation email of receipt
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of the contribution.

5. Editorial process

Once the manuscript has been received in

OJS, a first check by the editorial team of the

following points:

The topic is in accordance with the crite-

ria of the journal.

Must have the IMRDC structure.

Must be in the Ingenius format.

Must use the IEEE citation format.

All references should be cited in the text

of the manuscript as well as charts, figures

and equations.

The manuscript is original; for this, soft-

ware is used to determine plagiarism.

The assessment described above can take

up to 4 weeks.

If any of the above is not complete or there

is inconsistency, an email will be sent to the

author to make the requested corrections.

The author will make the corrections and re-

send the contribution through an email in res-

ponse to the notification and will also upload

the corrected manuscript into OJS supplemen-

tary files.

The editorial team will verify that the re-

quested corrections have been incorporated,

if it complies, the manuscript will start the

second part of the process that may be follo-

wed by the author through OJS, otherwise the

author will be notified and the manuscript will

be archived.

The second phase of the process consists

of the evaluation under the methodology of

double-blind review, which includes national

and foreign experts considering the following

steps:

The editor assigns two or more reviewers

for the article.

After reviewing the article, the reviewers

will submit the evaluation report with one

of the following results.

� Publishable

� Publishable with suggested changes

� Publishable with mandatory changes

� Non publishable

The editor once received the evaluation

by the reviewers will analyze the results

and determine if the article is accepted

or denied.

If the article is accepted, the author will

be notified to make corrections if required

and the corresponding editorial process

will be continued.

If the article is denied, the author will

be notified and the manuscript will be

archived.

In the two previous cases the result of

the evaluation of the reviewers and their

respective recommendations will be sent.

The second phase of the process lasts at

least 4 weeks, after which they will be notified

to the author giving instructions to continue

with the process.

6. Publication

The Ingenius Journal publishes two issues

per year, on January 1st and July 1st, so it is

important to consider the dates for sending the

articles and their corresponding publication.

Articles received until October will be consi-

dered for the January publication and those

received until April for the July publication.

7. Information on the Use of Artificial

Intelligence

Should artificial intelligence be used at any

stage of the research presented in the article,

authors are required to clearly highlight this

in the cover letter associated with the article,

specifying the section or sections where artifi-

cial intelligence has been used. The purpose
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of this requirement is to inform readers about

the sections where this technology has been

employed, providing greater transparency and

understanding of its application in the presen-

ted research.

INGENUS, Revista de Ciencia y Tecnolo-

gia, recognizes the importance of maintaining

high ethical standards in scientific research,

particularly in the use of artificial intelligence

(AI).

The decision to accept a publication that

has utilized artificial intelligence rests at the

discretion of the editorial team.
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